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I. INTRODUCTION 

  

The primary goal of a business organization is to 

generate profit, and to achieve this, it is necessary to identify 

the factors influencing sales revenue. In today's world, 

businesses are leveraging advancements in information 

technology to enhance various aspects such as operations, 

revenue, and customer behavior. 
 

By predicting sales revenue in advance, organizations 

can efficiently manage their resources, develop strategies to 

increase revenue, and optimize their operations. 

 

When selecting a forecasting model, factors such as 

technical resources and costs, historical data availability, 

data variability and stability, accuracy, and time constraints 

[1] are considered. In the wholesale trade sector, time series 

forecasting models are advantageous for demand prediction 

due to their ease of implementation, better interpretability 

compared to competing methods, and relatively higher 
accuracy [2]. 

 

II. RELATED WORK 

 

A. Sales Revenue Prediction Model 

A multiple regression model is used to establish a linear 

relationship between a dependent variable (y) and two or 

more independent variables (xi). 

 

The population model for multiple regression is 

represented as follows: 

 

Y = 𝛽0 + 𝛽1 ∗ x1 + 𝛽2 ∗ x2 + ⋯ + 𝛽p ∗ 𝑥p + ε      (1) 

 

Where:  

Y is the dependent variable, x1, 𝑥2,… ,𝑥p – independent 

variables, 𝛽0 − intercept term, 𝛽1, 𝛽2, … , 𝛽p are the 

estimated slope coefficients based on sample data, ε – the 

random error term, representing the deviations from the 

mean value Y. When the error variance follows a normal 

distribution, its expected value is 0. 

 

 The Sample Regression Model is Given as: 

 

kk22110 xbxbxbbŷ                                    (2) 

 

Where:  

�̂�- predicted value, 𝑏0 − estimated intercept term  
 b1, b2, … , bk – estimated slope coefficients. 

 

The error term determined from the regression model 

is: 

 

𝑒 = (𝑦 − �̂�)                                       (3) 

 

The coefficient of determination is a concept that 

represents how much of the variation in y is explained 

collectively by the considered independent variables. 
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The statistical significance of the constructed model is 

tested using the F-Test. 

 

To check whether there is a very high correlation 

between independent variables, the Variance Inflation Factor 

(VIF) is calculated as a measure of collinearity. 
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B. Ontology 

Ontology defines the structure and relationships of 

concepts and entities within a specific domain, classifying 

the considered entities and explaining their interconnections. 

This enables computers and other systems to better 

understand and process these concepts. 

 

Ontology is used in artificial intelligence, the semantic 

web, software development, and database management for 

knowledge sharing, integration, and reasoning [3]-[5]. 
 

By systematically organizing and linking information, 

ontology enhances data interactions, improves decision-

making processes, and aids in the development of automated 
systems [6]. 

 

C. Resource Description Framework 

This is a standard format used to define, organize, and 

share information on the internet, forming the foundation of 

the semantic web. 

 

RDF represents data in a "Subject-Predicate-Object" 

structure [7].  

 

It allows data to be expressed in various formats such 

as XML, JSON-LD, and Turtle. Additionally, RDF facilitates 
linking and sharing data, making it easier to integrate 

information from multiple sources. RDF plays a crucial role 

in ontology, the semantic web, and other information 

technologies, helping to utilize data in a more intelligent and 

organized manner. 

 

 

 

 

 
Fig 1: Ontology-Based Proposed Model for Revenue Enhancement. 

 

D. OWL and SPARQL 

Web Ontology Language (OWL) is a semantic web 

language designed to represent knowledge about 

relationships between entities. OWL files can be published 

on the World Wide Web. OWL is part of W3C's semantic 

web technologies, including RDF, RDFS, and SPARQL. 

SPARQL (SPARQL Protocol and RDF Query Language) is 

a standardized language used for querying, managing, and 
processing RDF (Resource Description Framework) data 

[8]. 

 

III. PROPOSED METHODOLOGY  

 

To implement the monitoring, improvement, 

management, and prediction of wholesale sales revenue 

using information technology, we carried out the following 

steps: 

 Analyzed time-based data from a distributor company 

and prepared the data. 

 Collected and prepared data related to marketing 

activities aimed at improving the organization's sales 

revenue. 

 Constructed an ontology based on the analysis of the 

collected data. 

 Created a graph database using the developed ontology. 

 Developed a SPARQL query system to extract essential 

data from the graph database for daily business 

operations and set up an infrastructure for monitoring 

information. 

 Applied multiple regression analysis using machine 

learning techniques to identify the marketing activities 

that have the greatest impact on maximizing sales 

revenue. 

 

The model we developed is illustrated in Figure 1. 
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IV. EXPERIMENTAL RESULTS 

 

A. Analysis of Existing Data 
Our goal when designing our ontology was to study the 

impact of marketing activation on sales revenue. To achieve 

this, we utilized data from six files containing order 

information from the distributor company over a two-year 

period (2023, 2024), including fields such as order details, 

sales volume, total revenue, brand, product name, product 

code, product price, customer information, sales 

representative information, sales channel, marketing 

activation type and the associated costs, and activation 

participation levels. A key feature of our approach is that we 

specifically defined the more precise ontology for each type 

of marketing activation based on the marketing-related data 
extracted from these sources. 

 

B. Marketing Activation and Promotions 

The ontology establishes the relationship between 

marketing activities and sales revenue, which facilitates 

more efficient processing of input data for multiple 

regression analysis. In other words, at the ontology level, 

sales are analyzed in relation to the corresponding month's 

"advertisement" and "discount" data. 

 

The distributor company conducts marketing activities 
targeting both end consumers and business clients (such as 

supermarkets and stores). For example, television 

advertisements are primarily designed for end consumers, 

whereas order-based discounts and incentives are mainly 

offered to business clients. Each month, the company carries 

out the several marketing activities and promotions for each 

brand, including: Discounts and gift promotions (gifts with 

purchase), television advertisements, social media 

advertisements (Instagram, Facebook, Google Ads), 

collaborations with influencers (content marketing, 
giveaways, etc.), renting shelf space in high-traffic areas for 

product display, announcing stocking incentives, organizing 

events, hiring promotional staff. The costs of these activities 

vary depending on their type and level of engagement. By 

calculating the expenses per category each month, it 

becomes possible to analyze which type of activities and 

promotion contributes most effectively to sales growth. 

 

C. Development of Ontology and Graph Database 

By developing and utilizing the semantic web, 

ontology, and knowledge graphs, it becomes possible to 

focus on improving sales revenue, which is a key challenge 
in the wholesale business. We have developed an ontology 

that integrates the main concepts influencing sales and built 

a graph database using historical data. This allows for quick 

and efficient querying to determine what aspects should be 

prioritized in future sales. 

 

 To Construct a Knowledge Graph Capable of Evaluating 

Sales Revenue, We Followed These Steps: 

 

 Identifying operational entities 

 Extending an existing ontology or developing a new one 

 Defining classes, subclasses, their relationships, and 

properties 

 Converting sales data into RDF format 

 Building a Graph Database 

 Creating a model and evaluating its performance. 

 

 
Fig 2: Ontology Graph 

 

Our ontology is structured with a total of 13 classes, 11 
object properties, and 28 data properties. Figure 2 illustrates 

the ontology class relationships, while Figure 3 presents the 
class hierarchy structure. 
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Fig 3: Ontology Classes 

 

 
Fig 4: Object properties. 

 

The relationships between classes are represented by 

the properties shown in Figure 4. For example, the 

"contains" property indicates the relationship where a Brand 

contains products, as illustrated in Figure 5. 

 

 
Fig 5: “Contains” Object Property 

 

 
Fig 6: Data Properties. 
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Figure 6 illustrates the data properties associated with 

each Class. For example, the "amount" property can be used 

in both the Consumer_promo and Order classes. 
 

 

 

D. Building a Graph DB 

 

 Data Integration 
Since it was necessary to integrate data according to 

the designed ontology, we used the "Karma" data 

integration tool. 

 

 
Fig 7: Data Integration 

 
By using the Karma tool, it becomes easy to convert 

.csv and other file formats into RDF based on the ontology, 

generate an R2RML model for reuse, and perform various 

data integration tasks efficiently. 

 

The integrated for of marketing activation and 

promotion data targeted at end consumers is shown in Figure 

7. 

 Graph Database 

The Graph Database was created using the generated 

RDF, allowing SPARQL queries to easily retrieve all types 

of semantically structured information required for daily 

business operations. 

 

 
Fig 8: Visual Graph in GraphDB 
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The data in the Graph Database is visualized, as shown 

in Figure 8, providing a unified view of the marketing 

activation and promotions applied to each product. This is 
crucial for the company in planning future marketing 

strategies. 

 

 Model Evaluation 

To determine which marketing promotion method has 

the most significant impact on sales revenue, data from the 

Graph was used to perform multiple regression analysis. 

 

Machine learning techniques were applied to estimate 

the parameters of the best-fitting linear model in the multiple 

regression analysis. 

 
First, we checked for high correlation between 

independent variables. To do this, we calculated the Variance 

Inflation Factor (VIFj) as a measure of collinearity, and the 

results were as follows. 

 

Table 1: Variance Inflation Factor 

 Variable VIF 

0 const 26.767809 

1 Gift_purchase 1.470370 

2 Discount 1.675928 

3 Giveaway 1.672399 

4 Gondola 2.394477 

 Variable VIF 

5 Influencer 1.630362 

6 Merchandise 1.373275 

7 Promoter 1.426720 

8 Social_media 1.190947 

9 TV_commercial 1.382248 

 

Since the examined variables do not exhibit high 

correlation with each other, they are suitable for analysis. 

 

Multiple regression analysis was computed using 

Python. 

 

X = df[['Gift_purchase','Discount', 'Giveaway', 

'Gondola', 'Influencer', 'Merchandise', 'Promoter', 

'Social_media', 'TV_commercial']] 

 

y = df['Sales'] 
print(df.dtypes)   

print(df.isnull().sum 

X = sm.add_constant(X) 

model = sm.OLS(y, X).fit() 

print(model.summary()) 

... 

 

Figure 9 shows the results of the multiple regression 

analysis. 

 

 
Fig 9: Variance Inflation Factor 

 

The coefficient indicates how sales revenue changes 

with a one-unit change in the corresponding variable. 

 

The const coefficient represents the baseline sales 

revenue when all variables are set to zero. For example, if no 

marketing activities are conducted, the sales revenue is 5.746 

billion. 

 

The analysis shows that the variables Gift_purchase, 

Discount, and TV_commercial are statistically significant, 

whereas Giveaway, Gondola, Influencer, Merchandise, 

Promoter, and Social_media have a p-value > 0.05, 

indicating that they are not statistically significant and do not 

impact sales revenue. 

 

The multiple regression model for predicting sales 

revenue was established as follows. 

 

 
Sales=5.746e+2.04*Gift_purchase+15.97*Discount+ 42.07* TV_commercial                                                (6) 
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The parameters of the established model can be 

interpreted as follows: When the costs of discount sales and 

TV advertisements remain constant, increasing the budget 
for gift promotions by one unit increases sales revenue by 

2.04 units, whereas when the costs of gift promotions and 

TV advertisements remain constant, increasing the budget 

for discount sales by one unit increases sales revenue by 

15.97 units, and when the costs of gift promotions and 

discount sales remain constant, increasing the budget for TV 

advertisements by one unit increases sales revenue by 42.07 

units. 

 

Our model's F-statistic = 4.71 and Prob (F-statistic) = 

0.005, indicating that the model is statistically significant. 

 
The R-squared value of 0.752 shows that the selected 

independent variables explain 75.2% of the total sales 

revenue variation. 

 

The Adjusted R-squared value, which accounts for the 

number of independent variables, is 59.2%, suggesting that 

some variables may not have a significant effect on the sales 

revenue. 

 

Based on these findings, the distributor company can 

use past month's data to predict the most effective marketing 
activities for the upcoming month, helping in decision-

making to maximize sales revenue. 

 

V. CONCLUSIONS 

 

In terms of results, high-cost marketing activities such 

as Gift Promotions, Discounts, and TV Advertisements were 

found to have a statistically significant impact on sales. 

However, this only reflects the direct quantitative effect on 

total sales revenue. Other marketing activities may have an 

indirect impact on sales by influencing brand reputation, 
recognition, recall, consumer behavior, habits, and 

differentiation from competitors, which are qualitative 

factors that are not immediately visible in sales figures. In 

this study, we explored and proposed a method for 

integrating data in a more semantic manner using ontology 

to evaluate the impact of marketing promotions on product 

sales. By utilizing ontology, we built a graph database that 

links sales and marketing activities, allowing for a unified 

view of all marketing promotions conducted for a product at 

a given time and analyze their impact. 

 

Moving forward, we aim to develop a model for 
assessing the effectiveness of marketing activities on sales. 
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