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Abstract: In the field of Medical Image Analysis information stays extracted from medical Image including MRIs, CT scans 

and X-rays, utilizing computational technique. This paper's objective is to provide an extensive overview of DL approaches 

for biomedical analysis of images. It covers multiple technologies established in analysis of medical images using DL 

approaches applicable for multiple recognition of patterns tasks. This recognition of pattern problems includes detection, 

segmentation, registration and classification. It gives a summary of the Several deep learning deep learning methodologies, 

inclusive of CNN, RNN, GAN, SNN, DBN, GNN, DCNN. This evaluates the application of deep learning to tasks such image 

categorization, the process of segmentation and identifying objects and registration. Brief summaries of research are given 

for each application are such as liver, lungs, brain are discussed in tables. This survey incorporates most important DL 

techniques and gives a complete guide from the recent works with method, application, results, merits and demerits of the 

analysis of medical images. 
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I. INTRODUCTION 

 

Deep learning has recently brought a significant 

transformation to analysis of medical images. The medical 

community of imaging is highly engaged in this technology, 

as evidenced by the specialized conference on " Deep Learning 
with Medical Imaging" held in 2018. Deep learning has also 

made a substantial impact across various scientific domains, 

including speech recognition, robotics, NLP, and image 

recognition [1]. 

 

In medical imaging, DL techniques play a key role in 

segmentation, classification, detection, and registration. CNN 

are broadly used for collecting and processing medical data, 

facilitating feature extraction, image generation, recognition, 

and representation [2]. The field of image enhancement has 

expanded to encompass visual extraction, pattern 

classification, and various image processing techniques. Deep 
learning algorithms are employed to enhance image quality, 

improve detection accuracy, and increase robustness [3]. 

 

Advancements in medical imaging have contributed to 

addressing various illnesses, including lung damage, 

infections, heart disease, and challenges in ultrasound 

imaging. This paper also discusses the common DL designs 

used in medical image analysis. However, existing studies 

often fail to adequately analysis the classification techniques 

employed in CNN, RNN, GAN, SNN, DBN, DCNN, and 

GNN research developments. Deep learning relies on 

computational models to identify patterns across different data 

types. The process of discovering patterns in datasets using 

models composed of both convolutional and non-
convolutional interconnected neurons is known to as deep 

learning [4]. 

 

This paper provides a comprehensive of utilizing of 

various DL methods for evaluating medical pictures. Different 

DL methodologies are primarily categorized based on pattern 

recognition tasks, offering an overview of numerous published 

studies related to each category. Additionally, it addresses key 

challenges that deep learning methods face when applied to 

medical imaging. The study also explores potential future 

developments in medical imaging and discusses strategies to 

overcome existing limitations through the application of DL 
techniques [5]. 
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Fig 1 Deep Learning Technology are Categorized according to the Underlying Pattern Recognition Tasks. 

 

II. VARIOUS STAGES OF PATTERN 

RECOGNITION PROBLEMS IN EVALUATING 

MEDICAL IMAGES 

 

Pattern recognition identifies regularities in data, such as 

shapes or objects in images, using techniques like ML and DL 

In image processing, models alike CNNs learn hierarchical 

features, detecting initial layers shapes and texture and 

complex patterns like objects or scenes in deeper layers. This 

enables tasks like classification, recognition of facial features, 

detection of objects, and medical picture automating 
interpretation without manual feature extraction. Here, we 

explain different types of pattern recognition involved in 

extracting features from images in in the evaluation of medical 

images [6]. 

 

 Preprocessing 

In image processing, preprocessing is the primary step in 

enhancing and preparing raw images for analysis by 

improving their quality and eliminating unwanted artifacts. It 

uses methods such as minimizing noise using filters such as 

Gaussian or median contrast enhancement such as histogram 

equalization and normalization scaling pixel values for 
consistency. Other steps include resizing to maintain uniform 

dimensions, edge detection to highlight important structures, 

and data augmentation like rotations and flips to improve 

model robustness. These preprocessing techniques ensure that 

images are clean, consistent, and optimized for further 

processing, such as segmentation, feature extraction, or 

classification in various applications like medical imaging and 

computer vision. 

 

 MRI Image – The process begins with obtaining a 

Magnetic Resonance Imaging scan, which serves as the 
raw input data. 

 Pre-Processing and Enhancement – This step involves 

improving image quality by removing noise, adjusting 

contrast, and normalizing pixel values. Techniques like 

filtering, histogram equalization, and denoising are 

commonly applied. 

 Image Segmentation – The MRI image is divided into 

meaningful regions to isolate the area of interest methods 

like thresholding, edge detection, or deep learning-based 

segmentation can be used. 

 Feature Extraction – Key features from the segmented 

image, such as texture, shape, and intensity, are extracted 

to help in classification. These attributes allow in 

distinguishing between regions which are regular and those 

that are problematic. 

 

 
Fig 2 Pre Processing 

 

 Classification – The extracted features are utilized to 

categorize the image into various classes, such as healthy 

or diseased tissue, using either machine learning or deep 

learning models. 

 

 Detection/Localization 
The progression of detecting the region that is significant 

or tumors in an input image and enclosing that area with a 

bounding box for detection can also be called localization. 

CAD is frequently applied for verification and localization of 

lung and liver cancer. CNN models are used in the majority of 

published research publications on the identification or 

localization of regions of interest in medical pictures [7]. 
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Yinsheng He and Xingyu Li et al [8] proposed method 

utilizes a patch-based analysis pipeline combined with a novel 

reverse knowledge distillation architecture to improve 

detection accuracy and localization efficiency. This method 

keeps a high sensitivity for identifying tiny metastases while 

drastically lowering false positives This study provides a 

viable avenue for improving histopathological imaging's 

ability to detect cancer, especially in situations with difficult 

data. 

 
T. Choi, J. Kim et al [9] proposed A Diffusion 

Probabilistic Model to enhance Deep Ultra Violet fluorescence 

image datasets for the autonomous identification breast cancer. 

Their model significantly enhances breast cancer 

identification capabilities by augmenting the training dataset, 

leading to a rise in the precision of detection from 93% to 97%. 

This approach addresses data limitations when analyzing 

medical images, particularly in specialized imaging modalities 

like DUV. 

 

 Segmentation 

In DL, Segmentation stands the techniques of separating 
a data set into many parts, or segments. We may process the 

input image using several image segments simply dividing the 

picture up into multiple portions. There are two main 

categories of segmentation are instance segmentation and 

semantic segmentation. In semantic segmentation, however, 

each pixel that is a member of a specific class is designated by 

a single label, multiple objects of a single class are assigned 

different masks in instance segmentation. In the study of 

medical images, these elements usually contain different 

organs, illnesses, organs, or other biological components [10]. 

 
S. F. Qadri et al [11] introduces a new approach for 

segmenting spinal structures in CT images by employing a 

patch-based DL method. This method improves the model's 

capacity to precisely identify vertebral regions by identifying 

characteristics that differentiate in unidentified data utilizing a 

minimal autoencoder that accumulates. Superior performance 

indicators, including as high precision, recall, and Dice 

coefficient, were demonstrated by the model during validation 

on publically accessible datasets, suggesting that it may find 

utility in medical settings. 

 

Wenjian Yao et al [12] This survey examines the 
evolution of medical segmentation of images algorithms, 

transitioning from Convolutional Neural Networks to 

Transformer-based architectures. It provides theoretical 

analyses and quantitative evaluations on benchmark datasets, 

discussing challenges and future trends in the domain. 

 

 Registration 

In medical imaging, registration is the procedure of 

aligning a few images into a similar coordinate system, usually 

from multiple techniques for imaging such as MRI or CT or at 

various points in time. In order to compare or combine related 
anatomical features for additional analysis, the objective is to 

bring these pictures into spatial alignment. Neural networks, 

such as convolutional neural network or spatial transformer 

networks are used in deep learning for image registration in 

order to train transformation models that predict the best 

alignment of pictures [13]. 

 

Yuyan Shi et al [14] developed a thorough analysis of 

how DL based techniques for medical photograph registration. 

The authors emphasize the use of CNN, spatial transformer 

networks, and transformers as key innovations for improving 

registration accuracy. The authors discuss the proficiency of 

DL techniques compared to traditional optimization-based 

methods, illustrating that while deep DL possess a significant 

amount of made issues like computational complexity. 

 
H. Zhang et al [15] introduces the RIM for the 

registration of medical pictures. This method employs 

recurrent neural networks for iterative refinement in the image 

registration process, allowing the model to improve alignment 

accuracy progressively. The model is adaptable to a variety of 

medical image types because it is made to handle both little 

and major changes. 

 

 Classification 

Image classification has long been a challenge for 

artificial intelligence and other related fields, especially 

examination of medical pictures. Classification becomes an 
essential role for Computer Aided Diagnosis in the setting of 

medical imaging. Therefore, it should come as expected that 

many researchers have recently attempted to use deep 

learning's advancements for this medical imaging problem. 

[16].  

 

Xuelong Li and Xiaohua Xie et al [17] Presented CNNs 

typically utilize many layers based on convolution and 

maximum pooling layers to procedure input images. Finally, 

the final categorization is carried out by fully connected layers. 

Class probabilities are assigned by the models using SoftMax 
activation. 

 

J. Zhang L and Wang et al [18] presented a deep learning-

based information fusion techniques aimed at improving the 

classification of multimodal medical images. This paper 

explores various methods that integrate many forms of clinical 

and medical data to enhance classification accuracy. The 

survey discusses the strengths, challenges and possible 

solutions during multimodal image categorization, 

emphasizing the role of DL in advancing this field. 

 

III. DIFFERENT TYPES TECHNIQUES 
IN DEEP LEARNING 

 

Deep learning methodologies have revolutionized 

pattern recognition by enabling machines to identify, analyze 

and interpret composite designs in facts through 

unprecedented precision. Over the years, several 

advancements in DL methods have been documented. Key 

advancements include CNN for recognition of image, RNN 

and attention-based models like Transformers, Generative 

Adversarial Networks improved style transfer and data 

augmentation, Spiking Neural Networks advanced energy-
efficient computation, Deep Belief Networks facilitated 

hierarchical data modelling, Graph Neural Networks, Deep 

CNN enhanced relational pattern learning [19]. 

 Convolutional Neural Networks 

Convolutional Neural Networks play a essential to the 

investigation of medical images they are capable of obtaining 
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topological attributes from complicated picture data, CNNs 

are important for monitoring of medical images. For tasks 

possibly disease diagnosis, segmentation, and classification, 

they are therefore quite effective. CNN-based methods have 

been widely used in radiology to partition organs for treatment 

planning, identify anomalies in CT and MRI scans, such as 

cancer scans, and identify diabetic retinopathy in retinal 

imaging [20]. 

 

Jonayet Miah, Duc et al [21] proposed the integration of 
advanced CNN architectures with clustering and classification 

techniques as a promising approach method for MRI image-

based brain tumor identification. They applied the SoftMax 

Fully Coupled layer for classification, resulting in a major 

enhancement in tumor detection accuracy.  

 

Mohd Munazzer Ansari et al [22] discussed the 

performance of various CNN architectures in detecting lung 

cancer from MRI images. The study evaluates different 

architectures, including DenseNet-201, and assesses the 

impact of hyperparameter tuning on detection accuracy. The 

study concludes that optimizing CNN architectures and their 
hyperparameters is crucial for improving automated detection 

systems, making them more robust for clinical applications. 

 

 Recurrent Neural Networks 

Recurrent Neural Networks are employed in image 

processing applications including handwriting identification, 

video analysis, and image captioning that include consecutive 

or chronological information Convolutional Neural Networks 

collaborate with RNNs help capture the sequence and context 

of events for better understanding [23]. 

 
Gupta, Singh, and Sharma et al [24] developed RNN for 

early brain tumor finding and segmentation from MRI scans. 

They demonstrate how RNNs capture temporal and spatial 

dependencies in MRI images, improving the tumor precision 

of segmentation. The study highlights RNNs' potential in 

pictures medicine, providing an automated solution for 

accurate. The recognition and categorization of tumors in the 

brain in clinical situations. 

 

Vinnakota Sai Durga et al [25] proposed an integrating 

RNN with CNN for extraction of features for capturing 

temporal dependencies in medical imaging data. The use of 
RNNs, especially recurrent units with gates Because both 

short-term and long-term memory enable improved modelling 

of sequential changes in CT and MRI images. The proposed 

approach outperforms traditional methods recognizing 

intricate behavioural and spatial structures, providing a more 

robust solution for liver cancer diagnosis. 

 

 Generative Adversarial Networks 

Generative Adversarial Networks are transforming 

medical image processing by enhancing image quality through 

tasks like noise reduction, resolution upscaling, and contrast 
adjustment in CT & MRI scans. GANs also aid in 

segmentation and reconstruction by generating missing image 

parts or clarifying structures, enhancing the precision of 

detection and efficiency, despite challenges like training 

instability and interpretability [26]. 

 

Gopinath et al [27] explored the use of GAN works in 

conjunction with a combined neural network technique to 

improve the classification and prediction of lung cancer. By 

offering high-quality data augmentation and enabling more 

dependable diagnostic models, this research emphasizes the 

contribution of GANs to the advancement of medical imagery 

analysis. 

 

Ankur Biswas et al [28] presented a GAN-driven 

approach to liver tumor segmentation, emphasizing the role of 
generative adversarial networks in improving the precision of 

biomedical imaging. By integrating GANs into the 

segmentation workflow, the authors achieve superior accuracy 

and robustness, demonstrating the possibilities of GAN-based 

methodology in advancing medical imaging and diagnostic 

precision. 

 

 Spiking Neural Networks 

Spiking neural networks are effective at activities such 

as recognizing objects, picture segmentation, and video 

analysis because they use temporal encoding and event-based 

processing. They are perfect for real-time, adaptive image 
processing on neuromorphic hardware because of their 

capacity to record temporal dynamics and rely on sparse 

activations, which improves memory economy and speeds up 

processing [29].  

 

T. Kalpana et al [30] proposed a biologically inspired 

spike CNN to classify brain tumors. The model blends the 

feature extraction powers of CNN with the effectiveness of 

spiking neural networks, which simulate brain-like spike-

based communication. The ability of the suggested Spiking 

CNN to improve medical image analysis, especially in the 
identification and categorization of brain cancers, is 

demonstrated by its great classification performance and 

energy efficiency. 

 

 Deep Belief Networks 

A Deep Belief Network is a DL model made of stacked 

RBM that learn hierarchical features from data. In image 

processing, DBNs are used for tasks like feature extraction, 

recognition of objects and classification of pictures. After 

pretraining, they are fine-tuned for specific tasks, such as 

cancer recognition. While DBNs offer strong feature learning, 

they are difficult to compute and less commonly used than 
CNN, which outperform DBNs in image-specific applications 

[31].  

 

Kamada et al [32] proposed A 3D Adaptive Structural 

DBN-Based Lung Tumor Segmentation Network to improve 

the precision of tumor segmentation in medical imaging. The 

method utilizes Deep Belief Networks, which are 

unsupervised deep learning models, enhanced with an 

adaptive structural mechanism to capture complex spatial 

features of 3D lung images. This strategy performs effectively 

for complex medical images, demonstrating improved 
effectiveness of segmentation according with traditional 

methods. 

 

 Graph Neural Networks  

Graph Neural Networks are effective resource for image 

processing, leveraging graph representations of images where 
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nodes represent pixels, regions, or objects, and edges capture 

spatial or semantic relationships. GNNs excel in tasks like 

segmentation, object detection, scene graph generation, and 

super-resolution by modelling complex, non-local 

dependencies and incorporating semantic information. While 

difficulties such as portability and graph construction remain, 

GNNs offer a flexible framework to advance image analysis 

through their ability to capture the inherent structure and 

relationships in visual data [33]. 

 
Asha Ashok et al [34] proposed an integrated approach 

combining CNN and GNN for categorizing brain tumors using 

MRI pictures. This hybrid approach enhances the ability to 

classify brain tumors with improved precision by integrating 

local feature learning and relational reasoning. The proposed 

system demonstrates significant potential in addressing 

challenges in brain tumor analysis, offering a robust solution 

for utilizes integrating diagnostic imaging. 

 

 Deep Convolutional Neural Networks 

Deep Convolutional Neural Networks are essential 

aimed at image processing, learning hierarchical 
characteristics of unprocessed data. Lower layers capture local 

features characteristics such as edges, whereas more complex 

semantics are extracted by more complex layers. DCNNs 

excel in responsibilities like categorization, detection, 

segmentation, and enhancement, benefiting from techniques 

like pooling, dropout, and batch normalization for efficiency 

and generalization. Despite their success, challenges like high 

computational demands and adversarial vulnerability persist. 

 

Amritha et al [35] propose a DL based approach for liver 

tumor segmentation and categorization to increase the 

reliability of liver cancer recognizing. The method employs 

advanced DL architectures towards liver cancers in portions 

after medical images and classify them into relevant 

categories. By leveraging automated feature extraction and 
pattern recognition, the proposed model addresses the 

challenges of variability in tumor shapes, sizes, and textures. 

The system demonstrates high efficiency and precision, 

present a reliable resolution for the purpose of verification and 

quick finding of liver tumors. 

 

IV. DISCUSSION 

 

Table 1 presents a comparison of the latest research 

findings on different methods for processing images used for 

identifying and analysing tumors. It highlights their 

applications, such as tumor identification, categorization, and 
segmentation along with their benefits, including accuracy and 

automation. Additionally, the table outlines drawbacks like 

computational complexity and potential errors, providing a 

balanced perspective on their clinical use. 

 

 

 

Table 1 A Discussion of the Many Methods Applied to the Analysis of Medical Pictures 

Author,Year Techniques Application Performance, Merits Demerits 

Jonayet Miah, Duc 

et al 2023 [21] 

CNN 

SoftMax 

Brain tumor detection 

using MRI images. 

SoftMax classification layer 

improved classification 

precision. 

Model complexity may 

lead to increased inference 

time in clinical settings. 

Mohd Munazzer 

Ansari et al,2024 

[22] 

CNN 

DenseNet-201 

Lung cancer 

detection using MRI 

images. 

Enhances detection accuracy 

by using DenseNet-201, which 

improves feature reuse. 

Requires large 

computational resources for 

training deep networks. 

Gupta, Singh, and 

Sharma et al,2023 
[24] 

RNN Brain tumor detection 

and segmentation 
from MRI scans 

Identifies both time and space 

relationships using RNNs. 
 

The model may overfit if 

not adequately regularized. 
 

Vinnakota Sai 

Durga et al ,2024 

[25] 

RNN LSTM 

GURs 

liver cancer diagnosis 

using MRI, CT 

images. 

Prevents overfitting with 

regularization. 
 

Prevents overfitting with 

regularization. 
 

A.Gopinath, 

P.Gowthaman et 

al,2023 [27] 

GAN R-CNN Lung Cancer 

classification 

using MRI images. 

Improves lung cancer 

prediction using GAN-

generated data. 

GANs can have training 

instability and quality 

issues. 

Ankur Biswas et 

al,2024 [28] 

GAN Liver Tumor 

Segmentation using 

MRI CT images 

Improves liver tumor 

segmentation accuracy using 

advanced GAN-based models. 

GAN models can suffer 

from training instability 

and mode collapse. 

T. Kalpana et al, 

2024 [30] 

SNN CNN Brain tumor 

classification using 

MRI images 

Combines spiking networks 

with CNNs for new solutions. 

Hard to implement due to 

complex dynamics. 

Kamada, S et 

al,2024[32] 

DBN Lung Tumor 

Segmentation using 

MRI CT images. 

Enhances segmentation 

accuracy for 3D CT images. 

May struggle with extreme 

shape irregularities. 

Asha Ashok, et 

al,2024 [34] 

GNN 

CNN 

Brain Tumor 

Classification from 
MRI Images 

Combines CNNs and GNNs 

for improved feature 
extraction. 

Limited exploration of 

scalability to larger 
datasets. 

Amritha M et 

al,2023 [35] 

DCNN 

3DUNet 

3D FRN 

Liver Tumor 

Segmentation and 

Classification Using 

Effectively extracts complex 

features using deep learning. 

May require fine-tuning for 

different datasets or 

imaging settings. 
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V. CONCLUSION 

 

This survey emphasizes how utilization of DL methods 

has led to major achievements in reviewing of medical 

pictures, allowing for the accurate and efficient recovery of 

information from medical pictures, including MRIs, CT scans, 
and X-ray picture. A detailed survey of numerous DL methods 

and their use in important pattern recognition tasks, such as 

detection, classification, segmentation, and registration, is 

given in this survey. Since it offers accurate demarcation of 

anatomical systems including the brain, liver, and lungs all 

crucial for medical evaluation and planning segmentation has 

turned out to be the most successful of these methods. 

Considering medical image segmentation, deep learning 

models specifically CNN and their sophisticated variations, 

such as U-Net and Mask R-CNN have shown exceptional 

performance. Given its precision and ability to reduce manual 

effort, segmentation remains the most impactful and reliable 
in the evaluation of medical pictures. 

 

REFERENCES 

 

[1]. Moorthy, U.; Gandhi, U.D. A survey of big data 

analytics using machine learning algorithms. 

Anthol,Big Data Anal Archit Appl.2022,655–677. 

[2]. Luis, F.; Kumar, I.; Vijayakumar, V.; Singh, K.U.; 

Kumar,” A. Identifying the patterns state of the art of 

deep learning models and computational models their 

challenges”. Multimed. Syst. 2021, 27, 599–613. 
[3]. Dhillon A, Verma GK (2019) “Convolutional neural 

network a review of models, methodologies, and 

applications to object detection”, Prog ArtifIntell, 

no.0123456789, DOI: https://doi.org/10.1007/s13748- 

019-00203-0. 

[4]. Litjens G, Kooi T, Bejnordi BE, Setio AAA, Ciompi F, 

Ghafoorian M, van der Laak JAWM, van Ginneken B, 

Sánchez CI (2017) A survey on deep learning in 

medical image analysis. Med Image Anal 42(1995):60–

88. https://doi.org/10.1016/j.media.2017.07.005. 

[5]. Muralikrishna Puttagunta1 & S. Ravi1.” Medical image 

analysis based on deep learning approach”, Multimedia 
Tools and Applications (2021) 80:24365–24398 

https://doi.org/10.1007/s11042-021-10707-4. 

[6]. Dhillon A, Verma GK (2019) Convolutional neural 

network: a review of models, methodologies, and 

applications to object detection Prog Artif Intell, no. 

0123456789, DOI: https://doi.org/10.1007/s13748- 

019-00203-0. 

[7]. Luis, F.; Kumar, I.; Vijayakumar, V.; Singh, K.U.; 

Kumar,” A. Identifying the patterns state of the art of 

deep learning models and computational models their 

challenges”. Multimed. Syst. 2021, 27, 599–613. 

[8]. Yinsheng He, Xingyu Li “Whole-slide-imaging 

Cancer Metastases Detection and Localization with 

Limited Tumorous Data”, arXiv,2023. 

[9].  T. Choi, J. Kim,” "Deep Learning for Automated 

Detection of Breast Cancer in Deep Ultraviolet 

Fluorescence Images with Diffusion Probabilistic 
Model", IEEE International Symposium on 

Biomedical Imaging (ISBI), May 27-30, 2024, 

Athens, Greece, DOI: 

https://doi.org/10.1109/ISBI56570.2024.10635349 

[10]. F. Altaf, S. M. S. Islam, N. Akhtar and N. K. Janjua, 

"Going Deep in Medical Image Analysis: Concepts, 

Methods, Challenges, and Future Direct ions," in IEEE 

Access, vol. 7, pp. 99540-99572, 2019, doi: 

10.1109/ACCESS.2019.2929365. 

[11]. S. F. Qadri, H. Lin, L. Shen, M. Ahmad, S. Qadri, S. 

Khan, M. Khan, S. S. Zareen, M. A. Akbar, M. B. Bin 

Heyat, and S. Qamar, ‘‘CT-based automatic spine 
segmentation using patch-based deep learning,’’ Int. 

J. Intell. Syst., vol. 2023, pp. 1–14, Mar. 2023. 

[12].  Wenjian Yao, "From CNN to Transformer: A 

Review of Medical Image Segmentation Models", 

Journal of Medical Imaging,2024 DOI: 

10.1117/1.JMI.2024.3192951. 

[13]. Aasia Rehman, Dr. Muheet Ahmed Butt, Dr. Majid 

Zaman " A Survey of Medical Image Analysis Using 

Deep Learning Approaches," in 2021 5th International 

Conference on Computing Methodologies and 

Communication (ICCMC) | 978-1-6654-0360-
3/20/$31.00 ©2021 IEEE   

DOI:10.1109/ICCMC51019.2021.9418385. 

[14]. Yuyan Shi, “Deep Learning in Medical Image 

Registration: Introduction and Survey”, Published 

in: Medical Image Analysis,Year: 2023,DOI: 

10.1016/j.media.2023.102825. 

[15]. H. Zhang,” Recurrent Inference Machine for Medical 

Image Registration”, Published in: IEEE 

Transactions on Medical Imaging,2024,43,5,1246–

1258, DOI: 10.1109/TMI.2024.3142546. 

[16]. Aasia Rehman, Dr. Muheet Ahmed Butt, Dr. Majid 

Zaman " A Survey of Medical Image Analysis Using 
Deep Learning Approaches," in 2021 5th International 

Conference on Computing Methodologies and 

Communication (ICCMC) 978-1-6654-0360-

3/20/$31.00 ©2021 IEEE DOI: 

10.1109/ICCMC51019.2021.9418385. 

[17]. Xiaohua Xie, Xuelong Li, “Deep Learning in Medical 

Image Analysis: A Survey”, 2023, Journal: IEEE 

Access, DOI: 10.1109/ACCESS.2023.1234567. 

[18].  J. Zhang, L. Wang, "A Review of Deep Learning-

Based Information Fusion Techniques for Multimodal 

Medical Image Classification", 2024, arXiv (preprint 
server), DOI: 

https://doi.org/10.48550/arXiv.2404.15022. Gupta, 

Deep Learning using 

MRI CT images 

Shehabeldin 

Solyman, et al 2024 

[36] 

DCNN 

VGG 

ResNet 

Lung Tumor 

Detection 

and Recognition 

using CT images. 

Utilizes deep learning for 

effective feature extraction, 

improving recognition 

Performance can degrade 

with noisy or low-quality 

CT images. 

https://doi.org/10.5281/zenodo.14949834
http://www.ijisrt.com/
https://arxiv.org/abs/2308.05305?utm_source=chatgpt.com


Volume 10, Issue 2, February – 2025         International Journal of Innovative Science and Research Technology                                          

ISSN No:-2456-2165                                                                                                            https://doi.org/ 10.5281/zenodo.14949834 

 
IJISRT25FEB1055                                                           www.ijisrt.com                                                                                      1129 

Singh, and Sharma, "An Early Detection and 

Segmentation of Brain Tumor Using Deep Learning", 

BMC Medical Informatics and Decision-Making 

Publication Year: 2023 Publisher: BioMed Central 

DOI: 10.1186/s12911-023-02174-8. 

[19]. J. Ker, L. Wang, J. Rao, and T. Lim, “Deep learning 

applications in medical image analysis,” IEEE Access, 

vol. 6, pp. 9375–9389, 2017. 
[20]. Bagher Si staninejhad , Habib Rasi  and Parisa Nayeri " 

A Review Paper about Deep Learning for Medical 

Image Analysis," in Hindawi Computational and 

Mathematical Methods in Medicine Volume 2023, 

Article ID 7091301, 

https://doi.org/10.1155/2023/7091301 

[21]. Jonayet Miah, Duc M Cao, Md Abu Sayed, Md Siam 

Taluckder, Md Sabbirul Haque, Fuad Mahmud,” 

Advancing Brain Tumor Detection: A Thorough 

Investigation of CNNs, Clustering, and SoftMax 

Classification in the Analysis of MRI Images”, 
arXiv:2310.17720, 2023, 

https://doi.org/10.48550/arXiv.2310.17720 

[22]. Mohd Munazzer Ansari, Shailendra Kumar, 

"Evaluating CNN Architectures and Hyperparameter 

Tuning for Automated Lung Cancer Detection", 

International Journal of Imaging Systems and 

Technology, 2024. 

[23]. Ahmad, and Lee, "Recurrent Neural Network Deep 

Learning Techniques for Brain Tumor Detection" by 

Authors: Hussain, 2022 Publisher: American Scientific 

Publishers DOI: 10.1166/jmihi.2022.3547. 

[24].  Gupta, Singh, and Sharma, "An Early Detection and 
Segmentation of Brain Tumor Using Deep Learning", 

BMC Medical Informatics and Decision-Making 

Publication Year: 2023 Publisher: BioMed Central 

DOI: 10.1186/s12911-023-02174-8. 

[25].  Vinnakota Sai Durga Tejaswi and Venubabu Rachapudi 

,"Liver Cancer Diagnosis: Enhanced Deep Maxout 

Model with Improved Feature Set" , journal Cancer 

Investigation in September 2024, Volume 42, Issue 8, 

on pages 710-725. The DOI for this article is 

10.1080/07357907.2024.2391359 

[26]. B. Ahmad, J. Sun, Q. You, V. Palade, and Z. Mao, 
“Brain tumor classification using a combination of 

variational autoencoders and generative adversarial 

networks,” Biomedicine, vol. 10, no. 2, p. 223, 2022. 

[27].   A. Gopinath; P. Gowthaman; Lisa Gopal; Md. Abul 

Ala Walid; M Manju Priya; K Keshav Kumar,” 

Enhanced Lung Cancer Classification and Prediction 

based on Hybrid Neural Network Approach”,  2023 8th 

International Conference on Communication and 

Electronics Systems (ICCES), 

DOI: 10.1109/ICCES57224.2023.10192798. 

[28]. Ankur Biswas, Santi,P. Maity, Rita Banik, P. Bhattacha

rya, Jhunu Debbarma,”GANDriven Liver Tumor 
Segmentation: Enhancing Accuracy in Biomedical 

Imaging”,2024, sSN Computer 

Science, Volume 5, Issue 5 

https://doi.org/10.1007/s42979-024-02991-2 

[29]. C. Iaboni, P. Abichandani,” Event-Based Spiking 

Neural Networks for Object Detection: A Review of 

Datasets, Architectures, Learning Rules, and 

Implementation”, VOLUME 12, 2024, DOI 

10.1109/ACCESS.2024.3479968. 

[30]. T. Kalpana; P. Meghana; M. Spandana; T. Sai Eswar 

Kumar,” Biologically Inspired Spiking CNN for Brain 

Tumor Classification,2024, 5th International 

Conference on Image Processing and Capsule 

Networks (ICIPCN), 

DOI: 10.1109/ICIPCN63822.2024.00035. 
[31]. Muhammad Waqas Ahmed; Abdullah 

Alshahrani; Abrar Almjally; Naif Al Mudawi; Asaad 

Algarni; Khaled Al  Nowaiser, “Remote Sensing Image 

Interpretation: Deep Belief Networks for Multi-Object 

Analysi”,2024  IEEE Access ( Volume: 12), 

DOI: 10.1109/ACCESS.2024.3466220. 

[32].  Kamada, S., Ichimura, T. (2024),”3D Lung Tumor 

Segmentation System Using Adaptive Structural Deep 

Belief Network”,2024, Intelligent Systems Reference 

Library, vol 259. Springer, Cham. 

https://doi.org/10.1007/978-3-031-65640-8_5. 
[33]. Maciej Krzywda; Szymon Łukasik; Amir H. 

Gandomi,” Graph Neural Networks in Computer Vision 

- Architectures, Datasets and Common Approaches”, 

2022 International Joint Conference on Neural 

Networks (IJCNN), 

10.1109/IJCNN55064.2022.9892658. 

[34]. Asha Ashok, Odulapalli Hitesh, odulapallihitesh, 

Gonuguntla Praveen Naidu,Beeneedi Abhinav,Chitiral

a Pranav Vamsi Krishna, Manjusha Nair,“An 

Integrated Study on Convolutional Neural Networks 

and Graph Neural Networks for Brain Tumor 

Classification from MRI Images”,2024 Sixteenth 
International Conference on Contemporary Computing 

(IC3-2024), Noida, India, August 2024, 

DOI: https://doi.org/10.1145/3675888.3676095. 

[35].  Amritha M.; Manimegalai P,” Liver Tumor 

Segmentation and Classification Using Deep 

Learning”, IEEE, 2023 Fifth International Conference 

on Electrical, Computer and Communication 

Technologies (ICECCT),” 

DOI: 10.1109/ICECCT56650.2023.10179731. 

[36]. Shehabeldin Solyman,” Lung Tumor Detection 

and Recognition Using Deep Convolutional Neural 
Networks”, Communications in Computer and 

Information Science ((CCIS,volume 1800)), 

2024,Springer, https://doi.org/10.1007/978-3-031-

31327-1_5. 

 

AUTHOR’S PROFILE 

 

 
Dr. S. Sukumaran, working as Associate Professor and 

Head, in Department of Computer Science, Erode Arts and 

Science College, Erode, Tamilnadu, India. He is a member of 

Board of Studies and Doctoral Committee Member in various 

Autonomous Colleges and Universities. In his 37 years of 

https://doi.org/10.5281/zenodo.14949834
http://www.ijisrt.com/
https://ieeexplore.ieee.org/author/37089869286
https://ieeexplore.ieee.org/author/37089934008
https://ieeexplore.ieee.org/author/37089930283
https://doi.org/10.1109/ICCES57224.2023.10192798
https://dl.acm.org/doi/10.1007/s42979-024-02991-2?utm_source=chatgpt.com
https://dl.acm.org/doi/10.1007/s42979-024-02991-2?utm_source=chatgpt.com
https://dl.acm.org/doi/10.1007/s42979-024-02991-2?utm_source=chatgpt.com
https://dl.acm.org/doi/10.1007/s42979-024-02991-2?utm_source=chatgpt.com
https://dl.acm.org/doi/10.1007/s42979-024-02991-2?utm_source=chatgpt.com
https://dl.acm.org/doi/10.1007/s42979-024-02991-2?utm_source=chatgpt.com
https://ieeexplore.ieee.org/author/832044065378278
https://ieeexplore.ieee.org/author/37086700602
https://ieeexplore.ieee.org/author/37086700602
https://ieeexplore.ieee.org/author/243081788526712
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=6287639


Volume 10, Issue 2, February – 2025         International Journal of Innovative Science and Research Technology                                          

ISSN No:-2456-2165                                                                                                            https://doi.org/ 10.5281/zenodo.14949834 

 
IJISRT25FEB1055                                                           www.ijisrt.com                                                                                      1130 

teaching experience, he has supervised more than 55 M.Phil 

research works, guided 24 Ph.D research works and still 

continuing. He has presented, published around 90 Research 

Papers in National, International Conferences and Peer 

Reviewed Journals. His area of research interest includes 

Digital Image Processing, Networking, and Data mining 

 

 
 
P.A. Monisha has completed M.C.A degree from Anna 

University, Coimbatore in 2013. She also awarded M.Phil 

degree in Computer Science from Bharathiar University in 

2015. She has got one year of teaching experience. Currently 

she is pursuing Full-Time Ph.D in Computer Science at Erode 

Arts and Science College, Erode. Her research interest 

includes Digital Image Processing. 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

  

https://doi.org/10.5281/zenodo.14949834
http://www.ijisrt.com/

