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Abstract:- An efficient system for text-based video 

segment retrieval is presented, leveraging transformer-

based embeddings and the  FAISS  library  for  

similarity  search.  The  sys- tem enables users to 

perform real-time, scalable searches over video datasets 

by converting video segments into combined text and 

image embeddings. Key components include video 

segmentation, speech-to-text transcription using 

Wav2Vec 2.0, frame extraction, embedding generation 

using Vision Transformers and Sentence Transformers, 

and efficient similarity search using FAISS. 

Experimental results demonstrate the system’s 

applicability in media archives, education, and content 

discovery, even when applied to a small dataset. 

 

I. INTRODUCTION 

 

The exponential growth of video content across 

various platforms necessitates efficient methods for 

indexing and retrieving relevant segments based on textual 

queries. Traditional methods often rely on metadata or 

manual annotations, which are neither scalable nor efficient. 

Recent advances in transformer-based models for natural 

language processing and computer vision offer new avenues 

for automating this process. 
 

In this paper, an integrated system is proposed that 

utilizes state-of-the-art transformer models to generate 

embeddings for both the visual and textual content of video 

segments. By indexing these embeddings using Facebook 

AI Similarity Search (FAISS), fast and accurate retrieval of 

video segments in response to textual queries is enabled. 

The contributions of this work are: 

 

A comprehensive pipeline for video segmentation, 

transcription, frame extraction, and embedding gen- eration. 
 

An efficient method for combining text and image 

embeddings to create a rich representation of video 

segments. 

 

The application of FAISS for scalable and real-time 

similarity search over video datasets. 

 

II. RELATED WORK 

 

 Video Retrieval Systems 
Previous work in video retrieval has focused on 

keyword- based search and content-based retrieval using 

low-level features like color histograms and motion vectors 

[1]. These methods often lack the semantic understanding 

required for accurate retrieval. 
 

 Transformer Models in NLP and CV 

Transformers have revolutionized NLP and computer 

vision tasks. Models like BERT [2] and Vision 

Transformers [3] have achieved state-of-the-art results in 

various applications. Wav2Vec 2.0 [4] has shown significant 

improvements in speech recognition tasks, making it 

suitable for automatic transcription. 

 

 Similarity Search with FAISS 

FAISS [5] is a library for efficient similarity search 
and clustering of dense vectors. It has been used extensively 

for large-scale information retrieval tasks due to its speed 

and scalability. 

 

III. METHODOLOGY 

 

The system comprises several components that work in 

tandem to enable efficient video segment retrieval. 

 

 Video Segmentation 

 

 Videos are divided into fixed-length segments to create 

manageable units for processing and retrieval. 

 Video Loading: Videos are loaded using MoviePy [6], 

providing access to metadata and content. 

 Duration Calculation: The total duration is computed to 

determine the number of segments. 

 Segmentation Loop: The video is iterated over, 

extracting 30-second clips. 

 Subclipping: Each segment is saved as an individual 

MP4 file using standard codecs. 

 
 Speech-to-Text Transcription 

The audio from each video segment is converted into 

text transcripts. 

 

 Model Used: Wav2Vec 2.0 (”facebook/wav2vec2- large-

960h”) [4]. 

 

 Processor: Wav2Vec2Processor handles audio pre- 

processing and decoding. 

 

 Audio Loading: Librosa [7] loads and  resamples audio 

to 16 kHz, as required by the model. 
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 Frame Extraction 

Key frames are extracted from each video segment to 

capture visual information. 

 

 Frame Sampling: Six equally spaced frames per segment 

are extracted. 

 

 Timestamp Calculation: Using np. linspace, timestamps 
are generated excluding the start and end to avoid 

redundancy. 

 

 Frame Extraction: Frames are captured using MoviePy’s 

get frame method. 

 

 Saving Frames: Extracted frames are saved as JPEG 

images using Pillow [8]. 

 

 Image Embedding Generation 

Embeddings for each extracted frame are generated 
using a Vision Transformer. 

 

 Model Used: ViT-B/16 pre-trained on ImageNet [3]. 

 

 Preprocessing:  Frames are resized and normalized. 

 

 Embedding Extraction: Each frame is passed through the 

ViT model to obtain a 768-dimensional embedding. 

 

 Aggregation: Embeddings from all frames in a segment 

are averaged to form a single image embedding. 
 

 Text Embedding Generation 

Embeddings for the transcripts of each video segment 

are generated. 

 

 Model Used: SentenceTransformer’s ”all-MiniLM- L6-

v2” [9]. 

 

 Embedding Extraction: Transcripts  are  converted into 

embeddings of size 384. 

 
 Combining Embeddings 

To create a multimodal representation, text and image 

embeddings are combined. 

 

 Concatenation: The 384-dimensional text embed- ding 

and the 768-dimensional image embedding are 

concatenated to form a 1,152-dimensional vector. 

 Alignment: Embeddings are ensured to correspond to the 

correct video segments. 

 

 Indexing with FAISS 
The combined embeddings are indexed using FAISS 

for efficient similarity search. 

 

 Normalization: Embeddings are L2-normalized. 

 

 Index Type: IndexFlatIP is used for inner product 

(cosine similarity) search. 

 

 Indexing: All embeddings are added to the FAISS index. 

 

 Similarity Search 

The retrieval process involves querying the FAISS 

index with a user-provided text query. 

 

 Query Embedding: The query is embedded using the 

same Sentence Transformer model. 
 

 Normalization: The query embedding is L2- normalized 

and zero-padded to match the combined embedding size. 

 

 Similarity Search: FAISS retrieves the top-k most 

similar video segments based on cosine similarity. 

 

 Experiments and Results 

 

 Dataset 

The system was evaluated on a dataset comprising 10 
minutes of video content, consisting of a single video clip 

segmented into multiple parts. Although the dataset is small, 

it serves as a proof of concept for the system’s functionality. 

 

 Evaluation Metrics 

Functionality Verification: Ensuring each component 

of the system works as intended. 

 

 Retrieval Examples: Demonstrating retrieval results for 

sample queries. 

 

 Performance Metrics: Measuring  processing  time for 

indexing and retrieval. 

 

IV. RESULTS 

 

Functionality: All components—including video 

segmentation, transcription, frame extraction, embedding   

generation, and similarity search—functioned correctly. 

 

 Retrieval Examples:  

Sample queries returned relevant video segments, 

indicating that the system can effectively match textual 
queries to video content. 

 

 Processing Time: 

 

 Indexing Time: The small dataset allowed for rapid 

indexing, taking approximately 2 minutes. 

 Query Response Time: Average query response time 

was under 0.1 seconds, demonstrating real-time 

performance. 

 

V. DISCUSSION 
 

Due to the limited size of the dataset, quantitative 

metrics like Mean Average Precision (mAP) are less 

meaningful. However, the successful implementation and 

operation of the system on this dataset validate the 

approach. The system can be scaled to larger datasets for 

more comprehensive evaluations in future work. 
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VI. CONCLUSION 

 

An efficient system for text-based video segment 

retrieval was introduced, leveraging transformer-based 

embeddings and FAISS for similarity search. By combining 

text and image embeddings, a richer representation of video 

content is captured, leading to effective retrieval 
performance. The system operates in real-time and 

demonstrates potential applicability in media archives, 

education, and content discovery. Future work includes 

scaling the system to larger datasets and conducting 

extensive evaluations. 
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APPENDIX 

 

 Implementation Details 

 

 Hardware: Experiments were conducted on a ma- chine with an Intel Core i7 CPU and 16 GB RAM. 

 Software: Python 3.8, PyTorch 1.9.0, FAISS 1.7.0. 

 Libraries: Transformers, SentenceTransformers, MoviePy, Librosa, NumPy. 

 
 Parameters 

 

 Video Segment Length: 30 seconds. 

 Frames per Segment: 6. 

 Embedding Dimensions: 

 Text: 384. 

 Image: 768. 

 Combined: 1,152. 
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