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Abstract:- This review explores recent advancements in 

Natural Language Understanding-driven Machine 

Translation (NLU-MT) with a focus on English and the 

low-resource dialectal Lusoga. A Low-resource language, 

such as Lusoga, faces significant challenges in Machine 

Translation (MT) due to the scarcity of high-quality 

parallel corpora, the complex morphology inherent in 

Bantu languages, and the dialectal variations within 

Lusoga itself, particularly between Lutenga and 

Lupakoyo. This paper examines the role of NLU-based 

MT systems in overcoming these challenges by shifting 

from word-for-word mapping to meaning-based 

translations, enabling better handling of these dialectal 

differences. We highlight the success of leveraging 

linguistic similarities between Lusoga and related 

languages, such as Luganda, to improve translation 

performance through multilingual transfer learning 

techniques. Key advancements include the use of 

transformer-based architectures such as Multilingual 

Bidirectional and Auto-Regressive Transformer 

(mBART) and Multilingual Text-To-Text Transfer 

Transformer (mT5), specifically selected for their 

effectiveness in NLU-driven contexts, which have shown 

promise in enhancing translation accuracy for African 

low-resource languages. However, the review also 

identifies ongoing obstacles, including historical low 

demand and the lack of well-developed corpora, which 

hinder scalability. The paper concludes by emphasizing 

the potential of hybrid approaches that combine 

community-driven corpus-building initiatives with 

improved model architectures to drive further progress in 

low-resource MT. Ultimately, NLU-MT is positioned as a 

crucial tool not only for bridging communication gaps but 

also for preserving linguistic diversity and cultural 

heritage. 
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I. INTRODUCTION 

 

A. Background 

Machine Translation (MT) for low-resource languages, 

like Lusoga, a dialectal Bantu language spoken in Uganda, 

has become vital for preserving cultural identity and 

facilitating communication across linguistic boundaries [1], 

[2]. However, the lack of large parallel corpora and 

computational resources makes developing accurate 

translation models challenging for Lusoga and similar 

languages [3], [4]. 
 

Bantu languages, including Lusoga, present unique 

challenges due to their rich morphology, agglutination, and 

syntactic complexity. Traditional MT methods, which depend 

on large bilingual datasets, often struggle with these 

complexities, leading to subpar translations [5]. 

 

Natural Language Understanding (NLU) offers a 

solution by emphasizing semantic meaning and linguistic 

context. NLU-driven MT (NLU-MT) systems focus on 

meaning-based translation rather than word-for-word 
mapping, allowing them to handle dialectal variations, such as 

Lutenga and Lupakoyo, more effectively. By leveraging deep 

contextual representations, NLU-based systems can generalize 

well, even with limited data, enhancing fluency, adequacy, 

and overall translation quality in low-resource languages like 

Lusoga [6], [7]. 

 

B. Objective of the review 

This paper reviews NLU-MT model architectures for 

English-Lusoga translation, focusing on key advancements 

that improve MT performance in low-resource settings. It also 

highlights current limitations and suggests future research 
areas to enhance MT for Lusoga and similar dialects. 
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II. NATURAL LANGUAGE UNDERSTANDING 

AND MACHINE TRANSLATION 

 

A. Overview of NLU-MT 

NLU-MT is a machine translation system that integrates 

Natural Language Understanding (NLU), emphasizing 

semantic comprehension, contextual awareness, and 

disambiguation. Unlike Statistical Machine Translation 
(SMT), which relies on large aligned corpora and probabilistic 

models, or Neural Machine Translation (NMT), which 

predicts word sequences through neural networks, NLU-MT 

deeply analyses the meaning behind words and phrases. This 

semantic understanding enables it to better grasp context, 

resolve ambiguities, and handle linguistic nuances, making it 

particularly effective for complex, morphologically rich 

languages like Lusoga. NLU-driven MT focuses on meaning 

rather than statistical patterns, allowing for more accurate 

translations in low-resource languages, where large datasets 

are unavailable and cultural subtleties must be carefully 
considered [6], [7]. 

 

B. Role of NLU in Low-Resource MT 

NLU enhances translation quality for low-resource 

languages by focusing on meaning rather than word- or 

phrase-based methods. In cases with limited parallel corpora, 

traditional models struggle due to their reliance on large 

datasets. NLU addresses this by incorporating semantic 

understanding, allowing models to better capture context and 

meaning. Lusoga, a Bantu language with rich morphology and 

dialectal variations, challenges literal translation models [5], 

[8]. NLU-driven systems can disambiguate polysemous words 
and handle context-sensitive phrases, adapting well to 

complex grammar. This approach improves translation 

accuracy for Lusoga by capturing its unique structure and 

cultural nuances, without needing extensive datasets [9], [10]. 

 

III. KEY MODEL ARCHITECTURES FOR NLU-MT 

 

Lusoga, with its two dialects—Lutenga and Lupakoyo—

can benefit from multilingual machine translation, which 

handles multiple language pairs with a single model [4]. This 

approach is scalable, easy to manage, and promotes 
knowledge transfer between related languages through shared 

representations. It also improves translations for low-resource 

languages and enables zero-shot translation between pairs not 

seen during training [11], [12]. 

 

Recent advancements in NMT have been driven by 

several key models that have greatly enhanced translation 

quality and efficiency. Recent advancements in Natural 

Language Processing (NLP) have underscored the importance 

of pre-trained language models, which leverage large-scale 

corpora for initial training before being fine-tuned for specific 

tasks, such as machine translation in low-resource languages. 
At the heart of this progress is the Transformer architecture, 

introduced by [13], which is employed in three primary 

configurations: The Transformer encoder, used in models like 

Bidirectional Encoder Representations from Transformers 

(BERT) and its variants (Robustly Optimized BERT 

Approach (RoBERTa), Span-based BERT (SpanBERT)); the 

Transformer decoder, found in generative models such as 

Generative Pre-trained Transformer (GPT) and its successors 

(GPT-2, GPT-3); and the Transformer encoder-decoder, 

exemplified by models like Text-To-Text Transfer 

Transformer (T5) and Bidirectional and Auto-Regressive 

Transformer (BART). Each of these architectures offers 

distinct advantages for various NLP tasks, driving significant 

advancements in the field [12], [14]. Despite these gains, [12] 

highlights a critical challenge in using deep learning methods 
for NMT: their heavy reliance on vast amounts of data and 

computational resources, making it difficult to apply these 

models effectively to low-resource languages. 

 

The BERT architecture, developed by [15] enhanced 

contextual understanding in NMT. BERT's bidirectional text 

representation enables the model to grasp context from both 

preceding and following text, improving the accuracy and 

fluency of translations. Although originally designed for tasks 

such as question answering, named entity recognition and text 

classification, BERT has been effectively adapted for 
translation tasks, showcasing its versatility and deep 

contextual understanding. 

 

RoBERTa, an improved version of BERT, enhances 

NLP task performance through optimized pre-training and 

uses the Transformer encoder to learn bidirectional context. It 

excels in tasks like text classification and sentiment analysis, 

thanks to its deep linguistic modelling. However, RoBERTa is 

not ideal for translation, especially for low-resource languages 

like Lusoga, as it lacks the sequence-to-sequence architecture 

needed for effective translation. While strong in language 

understanding, its longer execution time and focus on 
comprehension over generation limit its use for translating 

between languages like English and Lusoga [16]. 

 

SpanBERT, an extension of BERT, improves 

predictions by focusing on spans of text, capturing 

relationships between multiple tokens. It uses the Transformer 

encoder to learn context and is particularly strong in tasks like 

coreference resolution and question answering. However, 

SpanBERT is not designed for translation, especially for low-

resource languages like Lusoga, as it lacks the sequence-to-

sequence capabilities needed for effective machine 
translation. While it excels in span-based tasks and text 

classification, it is less suited for translation between 

languages [17]. 

 

Reference [18] highlight that while multilingual models 

like mBERT, trained on both high and low-resource 

languages, aim to improve translation for low-resource 

languages, their performance often falls short. The increased 

diversity of languages in the model can degrade translation 

quality for low-resource languages. They suggest that training 

transformer models on smaller, related language datasets is 

more effective than using large, unrelated datasets. The “small 
data” approach, as seen in AfriBERTa [4], focuses on 

pretraining with limited data in low-resource languages. 

Unlike mBERT, which is primarily for tasks like text 

classification, mBART is specifically designed for translation 

tasks, making it more effective in this area. 
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Reference [4] addressed key challenges in developing 

language models for low-resource languages, proposing 

innovative solutions that emphasize the importance of 

focusing on language similarity rather than relying on high-

resource languages. They demonstrated that pretraining on 

similar low-resource languages can yield better results, 

challenging the common assumption in the NLP community 

that combining them with high-resource languages is always 
beneficial. The study also tackled the limited data availability 

by successfully training the AfriBERTa model with less than 

one gigabyte of text data from African languages, proving that 

competitive multilingual models can be pretrained from 

scratch using only low-resource languages. Additionally, [4] 

explored the relationship between vocabulary size and model 

performance, finding that medium-sized vocabularies often 

outperform larger ones, a critical insight for optimizing model 

training in low-resource settings. Finally, the researchers 

addressed ethical concerns, focusing on reducing societal bias 

by developing language technology for underserved languages 
and using smaller datasets to facilitate cleaner and more 

socially responsible model training. 

 

The GPT series, including GPT-2, GPT-3, and GPT-4, 

uses a transformer architecture to generate text by predicting 

the next word based on context. While effective for languages 

with abundant data, GPT struggles with low-resource 

languages like African Bantu due to limited training data, 

leading to less accurate translations and biases [19]. GPT-2 

introduced strong text generation capabilities but had 

limitations with complex translation. GPT-3, with 175 billion 

parameters, improved coherence and context understanding 
but still lacks effectiveness for under-resourced languages. 

GPT-4 further enhances contextual accuracy but remains 

challenged by low-resource data availability. In contrast, 

mBART, optimized for sequence-to-sequence tasks, combines 

a bidirectional encoder with an autoregressive decoder [12]. It 

excels in both understanding and generating text, particularly 

when fine-tuned on low-resource languages [20]. Studies, like 

[21], show significant improvements in translation quality for 

languages such as Nepali, Sinhala, and Gujarati, making 

mBART a more effective solution than GPT for low-resource 

translation. 
 

Reference [12] developed a multilingual corpus for five 

Ugandan native languages to train and evaluate mBART 

models, addressing several challenges in machine translation 

for low-resource languages. A key challenge was the lack of 

standardized writing systems, which they tackled by involving 

local translators familiar with linguistic nuances to create a 

more consistent dataset. To address the limited availability of 

professional translators, they recruited and trained local 

translators, aiming to minimize biases and ensure contextually 

accurate translations.  Recognizing the complications of 

dialectal variations, [12] included a wide range of dialectal 
expressions to reflect local usage accurately. The scarcity of 

reliable translation systems, due to insufficient training data, 

was mitigated by developing a parallel text corpus, Sunbird 

African language Technology (SALT), specifically for these 

languages. Additionally, to avoid copyright issues and capture 

informal tones, they generated prompts from diverse sources 

like social media and local news. Finally, they employed a 

community-based approach to collect a comprehensive dataset 

that meets the broader linguistic needs of the local population, 

overcoming the narrow focus of existing public datasets. 

 

The Text-To-Text Transfer Transformer (T5) model, 

introduced by [22] frames all NLP tasks as text-to-text 

problems, simplifying training and enhancing adaptability, 

which results in strong performance across tasks, including 
translation. Several studies have explored Afri-centric T5 

models like AfriMT5, AfriByT5, AfriTeVa, and AfriTeVa V2 

[23]. Notably, AfriTeVa V2, fine-tuned on the filtered Afri-

centric WURA dataset, showed significant improvements in 

translation quality. Reference [23] identified several key 

challenges in improving T5-based models for Afri-centric 

multilingual machine translation. They noted that datasets 

from African news websites often fail to capture the 

continent's linguistic and cultural diversity, leading to models 

that inadequately reflect African languages. To address this, 

they recommend rigorous auditing of document sources, 
including translation to ensure high-quality data. Furthermore, 

[23] highlights the bias in existing data sources, like the mC4 

dataset, which can skew model accuracy. To combat this, they 

propose enhanced web crawling strategies to create a more 

diverse and balanced dataset. Additionally, they emphasize 

the need to address quality issues in corpora for low-resource 

African languages, which often rely on limited sources like 

religious texts. To overcome these challenges, they suggest 

developing new multilingual datasets, such as the WURA 

corpus for 16 African languages, ensuring clean and relevant 

data for training. 

 
In the study "Building a Parallel Corpus and Training 

Translation Models Between Luganda and English," [24] 

employed the mT5 model, a pre-trained variant of the 

transformer architecture recognized for its proficiency in 

multilingual translation tasks. This model was chosen for its 

ability to effectively handle sequential data, a critical 

requirement in neural machine translation. During training, a 

hyperparameter search was carried out to optimize the 

model’s performance, adjusting parameters to achieve better 

results. The mT5 model utilized a 10,000-word vocabulary 

and a 6-layer encoder-decoder architecture, specifically 
designed to capture complex linguistic relationships. Notably, 

[25] observed that between 82% and 86% of words in Lusoga 

are similar or identical in form and meaning to those in 

Luganda. Therefore, this mT5 model, pretrained on Luganda, 

can be fine-tuned on a Lusoga dialectal corpus, leveraging 

transfer learning to address the low-resource nature of Lusoga 

[12]. Reference [24] addressed key challenges in developing 

T5 machine translation models for English and Luganda, 

including the lack of high-quality parallel corpora and small 

datasets from previous research. They built a bilingual corpus 

with 41,070 pairwise sentences by combining open datasets, 

significantly enhancing the data available for model training. 
To overcome the high computational demands of modern 

NMT models, the researchers used a pre-trained mT5 model 

variant, optimized for efficiency in multilingual settings, 

allowing them to achieve strong translation results despite 

limited resources. 
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Reference [26] developed an English-Swahili corpus for 

news domain NMT using several methods. They primarily 

employed the Transformer architecture, known for its 

efficiency with long-range dependencies, which achieved the 

highest Bilingual Evaluation Understudy (BLEU) scores for 

Swahili to English translations. They also used Recurrent 

Neural Networks (RNNs) with attention mechanisms, which 

enhanced translation quality for English to Swahili tasks by 
focusing on specific input parts. Reference [26] optimized 

hyperparameters through a grid search for both architectures 

to maximize performance. Additionally, they integrated 

monolingual data using back-translation techniques to boost 

translation quality and incorporated linguistic information by 

encoding tags in the training corpus to improve grammatical 

accuracy. Several challenges were faced by [26] in their 

study, which they tackled with various strategies. The primary 

issue was the scarcity of parallel corpora for English and 

Swahili, leading them to crawl additional data from the 

Internet to expand their corpus and improve model training. 
Linguistic differences, such as Swahili's noun classes and 

agreement rules, further complicated translation; the 

researchers addressed this by incorporating linguistic 

information into their models. In addition, [26] managed word 

order differences, especially in noun phrases, by training 

models to handle specific reordering challenges. To address 

the absence of articles and gender marking in Swahili, the 

models were designed to maintain grammatical accuracy in 

English translations. Additionally, to resolve inconsistencies 

in manual evaluation, the researchers refined their methods to 

ensure more reliable assessments of translation quality. 

 
While developing the low-resource NMT model for 

Wolaytta-English, [27] employed a transformer-based NMT 

approach to address challenges in low-resource languages. 

They tackled the issue of limited training data by using 

source-side monolingual datasets to supplement scarce 

parallel data, enhancing model performance through self-

learning techniques. To overcome domain-specific 

limitations, they used both authentic and synthetic datasets for 

the Wolaytta-English translation task, creating a more 

adaptable model. Additionally, they balanced authentic and 

synthetic data in their models to avoid overfitting and improve 
translation quality, achieving significant gains in BLEU 

scores for both translation directions. Reference [28] proposed 

several techniques to improve NMT for low-resource 

languages. They recommended back-translation to generate 

additional training data by translating from the target language 

back into the source language, which significantly enhances 

translation performance. They also highlighted transfer 

learning, where models trained on high-resource languages 

are adapted to low-resource ones, leveraging linguistic 

similarities, as seen with languages like Bavarian. To tackle 

data scarcity, [28] suggested data augmentation through 

synthetic data and monolingual data, which helps the model 
generalize better. Additionally, incorporating data from 

closely related languages was shown to improve translation 

accuracy by exploiting linguistic similarities. Finally, they 

stressed the need for standardizing training data to reduce 

noise and ensure high-quality examples, which is crucial for 

achieving accurate and reliable translations. 

 

Architectures such as mBART and mT5 are effective for 

multilingual tasks, but their ability to handle Lusoga's rich 

morphology depends on having enough training data, which is 

often lacking for low-resource languages like Lusoga [29]. 

This underrepresentation limits the models' ability to fully 

learn Lusoga's inflectional and agglutinative patterns, leading 

to errors like incorrect noun-verb agreement or mistranslation 

of inflected forms. Additionally, Lusoga has dialects such as 
Lutenga and Lupakoyo, which differ in vocabulary and 

grammar, making translation even more challenging. Transfer 

learning offers a solution by first training these models on 

related languages like Luganda, which shares linguistic 

similarities with Lusoga, before fine-tuning on Lusoga-

specific or dialectal data. This approach improves the model's 

ability to handle Lusoga's unique structure and dialectal 

variations [30], [31]. 

 

IV. CORPUS DEVELOPMENT FOR LUSOGA 

 
A. Lusoga Language 

Lusoga, a Bantu language used by the Basoga in Eastern 

Uganda, has three dialects: Lutenga, Lulamoogi, and Lusiki. 

The latter two are often grouped together under the name 

Lupakoyo. The differences between Lutenga and Lupakoyo 

extend beyond mere pronunciation; they are also lexical, 

phonological, and morphological, which can make it difficult 

for speakers of one dialect to understand speakers of the other 

[2]. The author highlights that, despite notable linguistic 

differences, the deep attachment speakers feel towards their 

particular dialects is significant. Past attempts to create both 

single-dialect and multi-dialect orthographies for Lusoga have 
faced skepticism, particularly as the National Curriculum 

Development Centre (NCDC) has advocated for standardizing 

the language with Lutenga as the chosen form. Lusoga is a 

low-resource language with minimal linguistic resources and 

corpora, as it predominantly exists in oral form and remains 

mostly undocumented [25], [32]. 

 

Interest in Lusoga surged after its official recognition in 

2005, leading to Lusoga Orthography efforts by [33], Lusoga 

sound system descriptions, creation of the first monolingual 

offline and electronic Lusoga dictionary, and the 1.7m Lusoga 
corpus [25], [34]–[37]. Despite these efforts and its over two 

million speakers, Lusoga remains severely undocumented and 

under-resourced [25], [38]. According to [33], Lusoga utilizes 

51 letters and letter combinations, ranging from A(a) to Z(z). 

In the Lutenga dialect, these letters are called "nhukuta," 

while in the Lupakoyo dialect, they are referred to as 

"nyukuta." Numbers, on the other hand, are known as 

"nhuguta" or "nyuguta". The following list displays the 

various letters: A (a), B (b),  BW (bw), By (by), C (c), D (d), 

Dh (dh), E (e), F (f), G (g), Gh (gh), ŋ (ŋ), Gw (gw), H (h), I 

(i), J (j), Gy (gy), K (k), Kw (kw), Ky (ky), L (l), M (m), Mb 

(mb), Mp (mp), Mw (mw), N (n), Nd (nd), Ndw (ndw), Nf 
(nf), Nh (nh), Nhw (nhw), Nw (nw), Nk (nk), Nkw (nkw), O 

(o), P (p), Th (th), R (r), S(s), Shy (shy), Sy (sy),T (t), Tw 

(tw), Ty (ty), U (u), V (v), W (w), Y (y), Z (z), Zw (zw), and 

Zy (zy). 
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The author also notes that Lusoga uses 25 vowels called 

endhatuza. These include; A (a), E (e), I (i), O (o), U (u), aa, 

ae, ai, ao, au, ae, ee, ei, eo, eu, ia, ie, ii, io, iu, oa, oe, oi, oo 

and ou. The language’s consonants include; W (w), Y (y), C 

(c), H (h), ŋ (ŋ), B (b), P (p), V (v), F (f), M (m), D (d), DH 

(dh), T (t), L (l), R (r), N (n), Z (z), S (s), J (j), G (g), and K 

(k). The letter J (j) and C (c) are commonly used in borrowed 

words such as Chai (tea), Cooka (chalk) and Jiija (compound 
grass). Furthermore, Lusoga is a noun centric language and 

organizes its nouns into a structured system of 19 distinct 

classes, each distinguished by specific prefixes that indicate 

both singular and plural forms [33], [39]. 

 

B. Overview of Corpus Creation 

NMT models depend on extensive bilingual and 

monolingual corpora to generate accurate translations. 

Reference [26] emphasize the importance of bilingual corpora 

for NMT training, noting that synthetic corpora derived from 

back-translating monolingual data are commonly used. For 
their English-Kiswahili modelling project, the GoURMET 

project supplied English and Kiswahili bilingual and 

monolingual corpora, and the SAWA corpus added more 

parallel texts. The GoURMET corpora was crawled using 

Bitextor a free opensource tool that automatically extracts 

parallel corpora from multilingual websites for training and 

evaluating NMT models. Additional data came from the 

OPUS website, which offers a large, multilingual dataset from 

various sources, improving translation accuracy. 

 

Several publicly available datasets have been used for 

NLP tasks. These datasets include Common Crawl, a large-
scale web corpus with raw web page data [40]; The Pile, a 

diverse collection of English text from sources like books, 

GitHub, and academic papers, designed specifically for 

language modelling [41]; Wikipedia dumps, often used for 

NLP tasks due to their well-structured, high-quality text on 

various topics [42]; and OpenSubtitles, which offers English 

subtitles from movies and TV shows, providing a wide range 

of conversational text [43]. 

 

Reference [40] notes that web-crawled datasets like 

Common Crawl often contain noise, such as duplicate texts, 
non-linguistic content (e.g., HTML and script tags), and 

incorrect language use, including incomplete sentences, slang, 

and errors. They emphasize the need to clean these datasets 

before using them for model training, as done in the creation 

of the English Colossal Clean Crawled Corpus (C4). 

Moreover, these corpora often underrepresent low-resource 

Bantu languages [23]. The authors emphasize that high-

quality datasets with robust representation of African 

languages are essential for improving translation model 

performance, as exemplified by their African-focused WURA 

multilingual dataset. 

 
Masakhane, a pan-African NLP network, is exploring 

participatory methods for sustainable language data 

collection, including for languages like Setswana and Sepedi. 

Reference [12] developed the SALT dataset, a parallel corpus 

for English and five low-resource Ugandan languages—

Acholi, Ateso, Luganda, Lugbara, and Runyankole—by 

collaborating with local communities. The dataset includes 

40,000 Luganda sentences and 25,000 sentences for each of 

the other languages, all professionally translated on relevant 

topics. This effort reduced the bias found in datasets like 

MT560, which are mostly based on religious texts. 

 

Reference [26] developed an English-Swahili corpus for 

news domain NMT using the GlobalVoices parallel corpus. 

They selected 4,000 sentences from GlobalVoices-v2015 and 
GlobalVoices-v2017q3, dividing them into 2,000 sentences 

for the development corpus and 2,000 for the test corpus. To 

ensure test data quality, they removed sentences overlapping 

with any monolingual corpora and pre-processed the 

remaining data by tokenization, true-casing, and applying 

Byte Pair Encoding (BPE). For manual evaluation, they added 

five Swahili sentences written by a translator to the test set, 

resulting in 210 sentences. 

 

Reference [24] developed a bilingual parallel corpus for 

Luganda and English by merging multiple open datasets. One 
dataset from Zenodo (2022) contained 1,042 English-Luganda 

parallel sentences, while another from 2021 included 15,022 

sentences. A third dataset, released in 2021 by Sunbird AI and 

Makerere AI lab, featured 25,006 phrases translated into five 

local languages. The English texts, sourced from social media, 

radio transcripts, online newspapers, blogs, and farmer 

surveys, are available in JSON format on GitHub [12]. 

 

When using Source-Side Monolingual data to improve 

low-resource NMT, [27] developed their corpus by combining 

authentic parallel datasets, monolingual datasets, and 

synthetic datasets to enhance translation quality. They trained 
the baseline model using the Wolaytta-English parallel dataset 

and, for the self-trained model, incorporated authentic parallel 

sentences with Wolaytta monolingual and English synthetic 

data. Data pre-processing involved removing duplicate 

sentences, converting text to lowercase, eliminating special 

characters except the significant apostrophe in Wolaytta, and 

tokenizing sentences into sub-word tokens using BPE. 

Additionally, they made the training scripts and datasets 

publicly available, supporting further research in Wolaytta-

English machine translation. 

 
Reference [44] developed low-resource machine 

translation models for South African languages, focusing on 

isiZulu and Sepedi. They used datasets from the National 

Centre for Human Language Technology (NCHLT), which 

provided monolingual corpora for all 11 official South 

African languages, and included news articles from the 

isiZulu Isolezwe newspaper, one of the largest publicly 

available African language corpora. 

 

Reference [44] collected data from all 11 languages but 

focused primarily on isiZulu and Sepedi for detailed 

modelling. The pre-processing steps included filtering out 
irrelevant text and normalizing the data to reflect natural 

language usage. The datasets, containing between 1 and 3 

million tokens, were divided into training, validation, and test 

sets with an 80%/10%/10% split. In contrast, [24] opted for a 

different allocation, designating 94% of the dataset for 

training, and 3% each for testing and evaluation. 
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Reference [12] also recommend extending training 

datasets using data augmentation techniques. After training 

their models on the original dataset, they merged it with the 

FLORES-101 and MT560 datasets and retrained their models 

resulting in improved translation quality. They used back-

translation to expand their dataset by translating locally 

relevant texts from news sites back into the source language 

and employed paraphrasing as another augmentation strategy.  
The authors also addressed challenges with out-of-vocabulary 

(OOV) terms, especially named entities, which models often 

attempt to translate but should remain unchanged. To tackle 

this, they created a dataset of named entities with identical 

source and target texts from WNUT17 and WikiGold 

databases, teaching the model to preserve OOV terms and 

thus significantly improving translation quality. 

 

Reference [45] developed a multilingual corpus for five 

Ugandan languages—Ateso, Luganda, Lugbara, and 

Runyankole—using a community-based approach. They 
gathered data from sources like religious texts, magazines, 

and the Bible to ensure a diverse dataset. By merging data 

from three research Centre corpora, they created a 

comprehensive dataset to enhance translation model training. 

They also expanded existing bilingual datasets, creating a 

larger Luganda-English dataset with 41,070 sentence pairs 

from open-source corpora. Reference [46] developed a small 

bilingual corpus of English and Lumasaaba using Bible 

verses, which was then used to train and evaluate MT models. 

Reference [47] used Luo and English language bilingual 

experts to translate from English texts but observed that the 

resulting translations were too formal. Reference [48] 
identified gender bias as the most common issue in MT 

systems. 

 

To demonstrate a solution to this for the case of English-

Luganda MT, [48] created an English-Luganda MT model 

using a dataset of 1000 gender-sensitive sentences that was 

then made this dataset publicly available for others to use. It 

should be noted however that much of the early machine 

translation for African native languages relied heavily on 

Biblical texts to create bilingual datasets which may not 

adequately reflect the local context of these languages [11]. 
 

C. Data Augmentation techniques 

In low-resource settings like English-Lusoga, data 

augmentation techniques such as paraphrasing and 

backtranslation are crucial for generating additional sentence 

pairs for MT models. Paraphrasing rewords sentences while 

preserving their meaning, enriching the data with diverse 

structures. However, it may introduce inaccuracies if the 

meaning shifts. Backtranslation expands the dataset by 

translating from the target language (Lusoga) back to the 

source (English), but its effectiveness depends on the quality 

of the initial model [49]. 
 

Advanced techniques further improve NMT models. 

Adversarial Data Augmentation generates virtual sentences to 

enhance robustness, though it can be computationally 

demanding. Doubly Adversarial Inputs test models with 

difficult sentences but risk overfitting if overused [50]. Noise 

Integration, introduced by Michel and Neubig, trains models 

using noisy data from sources like Reddit, improving 

adaptability but potentially lowering translation quality if too 

much noise is included [51]. 

 

Incorporating monolingual data boosts fluency, reduces 

overfitting, and aids domain adaptation, though biases may 

emerge if the data is misaligned with the target domain [52]. 

Overall, these techniques are essential for improving low-
resource NMT models like English-Lusoga, compensating for 

the lack of large parallel corpora. 

 

D. Utilizing Native Lutenga and Lupakoyo Speakers for 

Corpus Creation 

In Translation task-based data collection with bilingual 

English and Lusoga experts is crucial for creating quality 

translations in the absence of large corpora. These experts, 

often linguists, provide key insights into dialectal variations 

and syntax, ensuring translations preserve both linguistic and 

cultural authenticity. Their input helps navigate Lusoga's 
dialects, like Lutenga and Lupakoyo, ensuring translations are 

grammatically accurate and contextually appropriate. This 

process, where experts translate English sentences into 

Lusoga, captures idiomatic expressions and nuances that 

automated systems might miss. Their involvement minimizes 

translation errors and improves the performance of NLU-MT 

models, enhancing translation quality in low-resource settings 

[12], [53]. 

 

V. EVALUATION OF NLU-DRIVEN MT MODELS 

 

Evaluating MT models is critical for developing 
effective translation systems, particularly for low-resource 

languages. Common metrics like BLEU, chrF, and TER are 

widely used, each offering distinct strengths and limitations. 

BLEU, which measures n-gram overlap between machine and 

reference translations, is simple and fast but struggles with 

flexible word order and rich morphology, making it less 

suitable for languages like Lusoga [54]. chrF, which evaluates 

character-level matches, is better suited for morphologically 

rich languages, capturing nuances BLEU may miss, though it 

can be less effective for assessing broader syntactic and 

semantic qualities [27]. TER, which measures the number of 
edits needed to align translations with reference texts, mirrors 

human judgment well but can penalize minor changes 

unnecessarily [28]. In low-resource settings, qualitative 

analysis by bilingual speakers is also valuable, offering 

insights into translation nuances that quantitative metrics may 

overlook, though it is time-consuming, expensive and requires 

expert knowledge. For example, [24] used BLEU to evaluate 

an English-Luganda MT model, achieving scores of 21.28 for 

Luganda-to-English and 17.47 for English-to-Luganda, 

highlighting BLEU's utility in these contexts but 

acknowledging its limitations. Similarly, other studies, such as 

those by [27] and [26], combine BLEU, Character F-score 
(chrF), and Transfer Error Rate (TER) to gain a more 

comprehensive understanding of MT model performance 

across various linguistic challenges, emphasizing the need for 

multiple metrics in low-resource language evaluation. 
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VI. CHALLENGES AND OPPORTUNITIES IN NLU-

BASED MT FOR LUSOGA 

 

A. Resource Constraints 

Gathering sufficient training data for Lusoga presents 

significant challenges, primarily due to its status as a low-

resource language and the dialectal variations within the 

language itself, such as Lutenga and Lupakoyo. The scarcity 
of parallel corpora—texts available in both English and 

Lusoga—further complicates efforts to build robust MT 

systems [35]. Unlike high-resource languages, where large 

datasets are readily available for training, the Lusoga language 

lacks comprehensive digitized content and formal linguistic 

documentation. This shortage restricts the ability to develop 

high-quality translation models, as machine learning systems 

rely heavily on large datasets to improve accuracy and 

generalization [48]. 

 

Dialectal differences between Lutenga and Lupakoyo 
add another layer of complexity [2]. Since these dialects are 

spoken in different regions of the Busoga subregion, ensuring 

that the data is representative of both requires careful 

sampling and inclusion of varied linguistic sources. Without 

accounting for dialectal variation, MT systems risk generating 

translations that are regionally biased or linguistically 

inconsistent, thereby limiting their effectiveness across the 

wider Lusoga-speaking population [55]. 

 

Ethical considerations are also crucial when developing 

language resources for underrepresented languages like 

Lusoga. Data collected should be representative and thus not 
marginalize the dialects that constitute the language. 

Collecting language data from native speakers and linguistic 

experts must respect cultural sensitivities [56], and researchers 

must ensure that the process is non-exploitative. Consent and 

community involvement are essential to prevent the misuse or 

commodification of linguistic heritage [57]. Furthermore, the 

resulting datasets should ideally serve the community by 

contributing to educational resources or preserving linguistic 

diversity. Making these datasets freely accessible helps ensure 

that the language remains a vibrant and integral part of the 

community’s cultural heritage [58]. Balancing these ethical 
concerns with the technical need for extensive, high-quality 

data remains one of the key challenges in building MT 

systems for low-resource languages like Lusoga. 

 

B. Transfer Learning and Zero-Shot Translation 

In low-resource settings, transfer learning and zero-shot 

translation offer effective methods to enhance MT for 

languages like Lusoga, which lacks extensive data. 

 

 Transfer Learning 

Several strategies enhance translation performance in 

low-resource contexts. One effective approach is parent-child 
model initialization, where a high-resource parent model 

initializes a low-resource child model, resulting in better 

performance compared to random initialization [59]. This 

method effectively leverages existing knowledge but may be 

limited if the languages are too dissimilar, leading to 

inadequate model adaptation. Language relatedness is also 

critical; shared vocabularies between related languages can 

significantly aid the transfer process. Techniques such as 

subword segmentation, like BPE, improve vocabulary 

overlap, particularly for distantly related languages, although 

they may not fully address grammatical differences. 

Transliteration serves closely related languages with different 

scripts, enhancing transferability, but it may struggle with 

phonetic nuances. Additionally, syntactic reordering 

techniques improve translation quality by aligning language 
structures, though this requires accurate linguistic rules for 

each language pair [60], [61]. 

 

Multi-stage transfer learning introduces a pivot 

language, allowing the model to learn from multiple sources, 

thus further strengthening low-resource translations. 

However, this approach can be computationally intensive and 

may require extensive parallel data. Finally, using pre-trained 

models from high-resource language pairs, such as Turkish-

English, can benefit low-resource pairs like Kazakh-English, 

offering a comprehensive approach to enhancing translation 
accuracy and efficiency. However, the effectiveness of this 

method can be limited by the specificity of the high-resource 

data to the target languages [62], [63]. Together, these 

strategies provide a multifaceted approach to improving 

machine translation in challenging linguistic contexts. 

 

 Zero-Short Translation 

Zero-shot translation (ZST) allows models to translate 

between languages without explicit parallel data for those 

languages, relying on their ability to generalize across 

language pairs by identifying shared linguistic features. For 

instance, a model trained on an English-Luganda dataset can 
effectively translate between English and Lusoga, despite the 

absence of direct English-Lusoga training examples [31], 

[64]. Key techniques that enhance ZST include language-

agnostic representations, which capture universal linguistic 

features, allowing for effective translation across diverse 

languages; however, they may struggle with distant language 

families [65]. Cross-lingual Consistency Regularization 

(CrossConST) further refines this process by enforcing 

prediction consistency across languages, leveraging 

Kullback-Leibler (KL) regularization to minimize 

discrepancies, although its effectiveness can diminish in low-
resource contexts with limited data [66], [67]. Agreement-

based training ensures coherence in multilingual predictions, 

but performance may wane with highly divergent syntactic 

structures [68]. Techniques like auxiliary training objectives 

and model architecture modifications facilitate the learning of 

more universal representations, providing robustness but 

potentially requiring substantial computational resources 

[69]. Language tag strategies enhance model understanding 

of distinct languages, improving translation accuracy; 

however, their efficacy may decline with less clear language 

distinctions [70]. While these approaches have demonstrated 

significant advancements in ZST, challenges remain for 
certain languages or domains, particularly those that are 

morphologically complex or distant, emphasizing the need 

for additional fine-tuning or supplemental data. Despite these 

limitations, ZST offers practical solutions for addressing data 

scarcity and improving translation quality for low-resource 

languages. 
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C. The Transformative Impact of Machine Translation 

Machine translation plays a transformative role in 

bridging language barriers across key sectors, significantly 

contributing to education, healthcare, business, language 

preservation, cultural continuity, and intergenerational 

knowledge transfer [71]. In education, Machine translation 

facilitates the conversion of learning materials into indigenous 

languages, promoting inclusivity and reducing language 
barriers. This enhancement improves comprehension and 

academic performance, particularly in rural areas where 

limited English proficiency can hinder student progress [72]. 

In the healthcare sector, MT ensures clear communication 

between medical professionals and patients from diverse 

linguistic backgrounds, which enhances healthcare delivery 

and outcomes [73]. In business, MT fosters cross-lingual 

communication, enabling companies to enter new markets and 

engage more effectively with local customers, thereby driving 

economic growth and increasing market inclusivity, especially 

for speakers of underrepresented languages [74]. Moreover, 
limited English proficiency often restricts access to job 

opportunities and business interactions, reinforcing social 

inequality. By promoting language learning, MT expands 

access to these opportunities and helps reduce disparities [75]. 

 

MT also plays a crucial role in preserving and 

revitalizing African native languages, many of which face 

significant threats [76]. Additionally, MT supports cultural 

preservation by documenting and sharing stories, proverbs, 

and songs, thereby maintaining the cultural identities of 

diverse linguistic communities [77]. Importantly, MT 

facilitates intergenerational knowledge transfer by bridging 
the language gap between older custodians of traditional 

knowledge and younger generations, ensuring that valuable 

cultural and historical knowledge is preserved and passed 

down [78]. Thus, in Africa, MT not only enhances 

communication but also plays a critical role in preserving 

cultural heritage and promoting linguistic diversity. 

 

VII. FUTURE DIRECTIONS 

 

A. Improving Corpus Quality 

Improving the quality of English-Lusoga corpora, with 
particular attention to dialects like Lulamoogi and Lusiki 

(which together form the Lupakoyo dialect), can be achieved 

through a blend of crowdsourcing, community collaboration, 

and linguistic research [8], [79]. Crowdsourcing platforms, 

whether through online platforms or translation community 

challenges, can engage native speakers to contribute 

translations and speech data. These initiatives, supported by 

incentives, would help gather a wide range of dialect-specific 

examples. Complementing this, workshops and fieldwork in 

Lusoga-speaking regions would allow researchers to collect 

natural spoken data, folklore, and oral history, while fostering 

local involvement in the preservation and expansion of 
dialectal corpora [80]. 

 

B. Expanding to Other Bantu Languages 

Uganda is home to many native languages, most of 

which are not yet integrated into machine translation systems. 

To bridge this gap, efforts should focus on building robust 

language corpora and exploring multilingual MT techniques 

[30]. For instance, linguistic similarities among Eastern 

Uganda Bantu languages like Lusoga, Lunyole, and Lugwere 

can be leveraged to develop multilingual MT models, 

enabling effective communication between speakers of these 

languages and English. However, the lack of well-developed 

corpora remains a major limitation, highlighting the need for 

dedicated corpus-building initiatives. Without comprehensive 

datasets, the full potential of MT to support these 
underrepresented languages cannot be realized. The English-

Lusoga NLU-MT model could be fine-tuned using corpora 

from related languages, extending its translation capabilities 

to include those languages as well. 

 

VIII. CONCLUSION 

 

This review underscores significant advancements in 

Natural Language Understanding-driven Machine 

Translation for low-resource Bantu languages like Lusoga. 

Leveraging linguistic similarities between languages such as 
Lusoga and Luganda has proven effective in improving MT 

performance. Multilingual transfer learning model 

architectures, particularly mBART and mT5, have enhanced 

translation accuracy for African languages, even with limited 

data [30]. However, the historically low demand and scarcity 

of high-quality dialectal parallel corpora for languages like 

Lusoga remain significant obstacles, limiting scalability for 

both the languages and their dialects [81]. Despite these 

challenges, expanding community-driven corpus-building 

efforts and refining model architectures hold great potential 

for advancing low-resource machine translation, which in 

turn could bridge language barriers across sectors like 
education, healthcare, business, and cultural preservation. 
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