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Abstract 

Natural language processing (NLP) includes similarity analysis of words, phrases, or texts in the context of lexical analysis and 

semantic analysis. Because Bangla is a language with few resources, this process is more difficult for this language. Different 

types of methods are used to extract the similarity based on meaning. Compared to lexical similarity analysis, semantic similarity 

analysis is more difficult. We primarily addressed the theoretical aspect of the semantic similarity analysis in this study. A small 

number of approaches are investigated and found to be effective in identifying the similarities in the context of Bangla NLP study. 

The corpus in Bangla WordNet is not generally available to work with. Bangla similarity is a concern based on research 

conducted thus far with WordNet, LDA, LSA, Word2Vec, Doc2Vec, and WMD. We have reviewed all these techniques and 

prepared a comparative study among them in this paper. 
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I. INTRODUCTION 

 

We are currently witnessing a technological paradigm 

shift led by artificial intelligence (AI). AI’s Natural 

Language Processing (NLP) domain is diverse and difficult. 

Similarity analysis is one of the many difficulties in NLP. 

Every language uses a similarity analysis to show how 

similar two words, phrases, paragraphs, or documents are to 

one another. For artificial intelligence, cognitive science, 
semantic similarity, and numerous other related 

applications, Natural Language Processing (NLP) is crucial 

[16]. Similarity analysis is used in these applications for 

sentiment analysis, machine translation, text summarization, 

and plagiarism detection, among other things. To 

differentiate evaluations and measurements between words, 

sentences and paragraphs in a language, Similarity Analysis 

is un- doubted required [13]. In language analysis, similarity 

analysis describes the cohesiveness of features shared by 

any two words. This is also used for the measurement of 

abstract similarity between two words, phrases, paragraphs, 

papers, or even two pieces of texts. 
 

Comparing Bangla entries to English entries, 

determining resemblance is a more difficult task. English 

provides enough resources to compare two words, phrases, 

paragraphs, documents, or even text fragments. The number 

of terms that are present in both text segments is used to 

calculate the similarity score. However, these metrics are 

unable to determine the resemblance above a purely 

coincidental level. Moreover, this matching can only 

estimate the textual similarity but not semantic[16]. Let we 

think of two texts,  (Meaning, He is a 

Teacher) and  (meaning, He is a 

father of a Teacher). According to the lexical matching, 

there are three lemmatized terms exist 

in both sentences. That means the similarity between two 

sentences is nearly 0.75 on a scale of 1.0. In between two 

texts, there is no strong semantic connection between these 
two sentences. Lets we consider another example of two 

sentences,  (meaning, He has a Pen) and 

 (meaning, He is writing). There is no single 

word that exists between two sentences but they have 

semantic similarity [16]. 

https://doi.org/10.5281/zenodo.14730649
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Table 1. Lexical matching between two sentences 

 
 

A lexicon is like a vocabulary of a language consisting 

of the entries of words and expressions. The lexical entry 

contains two types of information: form and meaning [17]. 

The meaning of a word and gaining the information through 

the expression is known as lexicon semantics. Lexicon 

semantics is the core challenge in natural language 

processing tasks like web mining, text mining, information 

retrieval, information extraction, and machine translation. 

Different types of schemes are applied to represent the 

lexicon in different language database and resources like 

WordNet, FrameNet, ConceptNet, etc. 

 
Since Bangla NLP is yet to be matured, few literature 

is available covering the similarity analysis technologies. 

 

Among them some important research papers are 

reviewed and a summary is presented in this article. 

 

II. MOTIVATION FOR CONDUCTING 

THE REVIEW 

 

Bangla is an Indo-Aryan language and spoken by the 

Bangla in Bangladesh and India. The Language is the most 
widely spoken language of Bangladesh and second most 

widely spoken in India. In the world, approximately 228 

million native speakers and another 37 million second-

language speakers speak in Bangla[6]. Among 6500 

languages Bangla is the seventh most-spoken language and 

the fifth most-spoken native language by total number of 

speakers in the world [9][3]. Although a large number of 

people speak this language there has been relatively little 

development in Bangla NLP. As a consequence, there is no 

well-established WordNet in Bangla Language. Researchers 

are trying to build a rich WordNet to ease similarity analysis 

techniques between Bangla entries. There are numbers of 
techniques to measure this similarity. The motivation for 

conducting the review is exploring modern techniques and 

finding popular techniques suitable for similarity analysis in 

Bangla language. This paper is organized as follows. 

Section 3 focuses on pre-processing techniques used to find 

similarities. In section 4, the classification of various 

techniques of similarity which are highlighted in Bangla 

language, and previous work on these techniques to find 

similarity are discussed. In section 5, we highlighted the 

pros and cons of different types of similarity analysis 

techniques. In section 6, we discussed the progress of the 

similarity analysis in Bangla language and the future of the 

similarity analysis in Bangla language and finally concluded 
the paper. 

 

III. PRE-PROCESSING TECHNIQUES OF 

FINDING THE SIMILARITY 

 

Similarity is computed between two texts by using a 

predefined word hierarchy which has words, meaning, and 

relationship with other words [7]. These similarities can be 

measured by different methods and there are various 

preprocessed techniques. Lemmatization, stemming, parts of 

speech tagging, word segmentation, chunk parsing, 
clustering, and translation from Bangla to English are the 

traditional first techniques in NLP to process the word for 

finding similarity [1]. The next step is to search for the 

similarity analysis techniques which can help to find the 

accurate similarity from between two corpora. Structure-

based measures, Information Content-based (IC) measures, 

feature-based measures, and hybrid-based measures are the 

four strategic methods to measure similarity. Machine 

learning models and word embedding are also used as a part 

of the similarity analysis process. Gensim is one of the 

popular word embedding models. The process of similarity 

for finding similarity are shortly described in Figure-1. 

 

 
Fig. 1. Process of Similarity Analysis 
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IV. CLASSIFICATION OF SIMILARITY ANALYSIS TECHNIQUES 

 

There are plethora of methods to calculate the similarity as long as NLP is concern. Different types of similarity analysis 

techniques are shown visually in the following Figure-2 [8] : 

 

 
Fig 2 Classification of Similarity Techniques 

 

Among all the methods there are very few methods 

that are explored through research works for Bangla 

similarity analysis. Some of the important papers are 

reviewed and summarized in this work. 

 

A. Topological / Knowledge-based Method 

 
 Path Based. 

Path based similarity measures the distance using 

shortest paths between two concepts. To find the similarity 

be- tween two Bangla words or sentences researchers use 

path based similarity along with other similarity. Graph 

based edge weighting approach is used to measure the 

semantic similarity between two Bangla words. It also finds 

the short- est path between two words. Manjira Sinha et 

al.(2012) used Samsad Samarthasabdokosh by Ashok 

Mukhopadhyay for lexical representation to find the 

similarity[17]. Pandit et al.[13] translate the word from 
Bangla To English then calculate path based similarity using 

English WordNet which is a hierarchically organized lexical 

database. Path based similarity is also used to measure the 

similarity between two words from the WordNet as 

mentioned in[1]. 

 Levenshtein Distance (Lev.) 

Levenshtein distance is used to measure the similarity 

between two strings. It is also called edit distance because it 

edits the string for one to another. Similarity score will be 

less if Levenshtein distance is greater. The paper[2] utilized 

the model to measure the spelling similarity between two 

strings and also in[1], the similarity metrics were used to 
measure the distance between two words after splitting the 

sentences. 

 

 Wu and Palmer (WUP similarity). 

Wu and Palmer (WUP) measures the similarity of two 

concepts from WordNet taxonomy. WUP measures the edge 

of two paths and calculates the depth of the Least Common 

Subsummer (LCS). LCS works to find the closest relation to 

both concepts. Sheikh Abjur et al.(2019) used WUP to find 

the similarity between two words[1]. They have used Bangla 

WordNet taxonomy and also have used WUP along with 
other metrics namely LevSim and Lin. 

 

 Lin Similarity. 

Lin similarity returns a score for calculating the 

similarity and it also shows how similar word senses are 
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based on Information Content based similarity strategy. Lin 

similarity finds the similarity of arbitrary objects. It relies on 

the structure of thesaurus. Thesaurus is a dictionary based 

model to find similarity. From the following equation we 

can find the combined similarity model derived from 
LevSim, WUP and Lin techniques. 

 

 
 

In the equation, total similarity of t1 and t2 tokens are 

calculated by the summation of Levenshtein distance, WUP 

distance and score of the Lin similarity. 

 

 WordNet. 

In paper [14], WordNet technique and cosine similarity 

were used to measure the similarity. WordNet is a semantic 

network where synonyms and word-senses are used as the 

nodes of the network and relation of them are the edges of 

the network. Synset term used in WordNet as a unique set of 

word-senses and synonyms. Bangla tweets were 

preprocessed to remove the noise and the remaining useful 
portions of the texts were considered. Two types of 

similarity measurements were considered in that paper: 

word level similarity and later used the word level similarity 

to measure the sentence level similarity. A same word can 

have different meanings that can be used in the sentences. 

According to that meaning a Synset is considered. If the 

scalar distance of the word fall into the same Synset or if the 

word has the same meaning then the distance will be 0. 

Otherwise the distance will be 1. 

 

 
 

In sentence level similarity, let two sentences A and B 

creates a matrix according to their length of tweet. If the two 

matrix completely match then the score will be 1 otherwise 

0. The matrix that is created will be represented as tweet A 

in a row or in the X-axis and tweet B in Y-axis. The 
equation of similarity can be determined as: 

 

 
 

B. Statistical / Corpus based Method 

 

 Latent Semantic Analysis(LSA)-Distributed Semantic 
Model. 

LSA is used for text summarization. It gives the result 

as a matrix to present the corpus in the paragraph by using a 

bag of words(BOW). Nandi et al.[12] used this technique to 

measure the similarity and compared it with other 

techniques. 

 
 LDA and RNN. 

Mustakim Al Helal et al.[4] proposed a model for 

Bangla Topic Modelling and Sentiment Analysis in 2018. 

For topic modelling they proposed an unsupervised learning 

model using Latent Dirichlet Allocation(LDA) with bigram 

(a version of n-gram with n=2). The corpus used for the 

topic modelling research consists of 7,134 news articles 

from the online version of daily “Prothom Alo”, a renowned 

newspaper of Bangladesh. They examined the perplexity 

and coherence of different topics. Finally they compared the 

performance of different models (LSI, HDP, LDA, 

Doc2Vec) and concluded that LDA performs better than 
other methods for Bangla Topic modelling. The proposed 

model is depicted in the following Figure-3: 

 

 
Fig 3 LDA Model Proposed by Mustakim Al Helal et al. [4] 

 

To find out the optimal number of topics a coherence 

based method is also proposed. It prevents the model from 

being under-fitted or over-fitted. Moreover, for sentiment 

analysis, they proposed a Recurrent Neural Network (RNN) 

based model with Long-Short-Term Memory (LSTM) and 

Gradient Recurrent Unit (GRU). They have collected data 

from Facebook through Facebook graph API. The model has 

two versions: character level (Figure-4) and word 

level(Figure-5). 

 

 
Fig 4 Character based Model Proposed by Mustakim Al Helal et al. [4] 
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Fig 5 Word based Model Proposed by Mustakim Al Helal et al. [4] 

 

Finally, from the research result, they concluded that 

the character level model performs better having 80% accu- 

racy and the word level model has 77% accuracy from their 

baseline model. 

 

C. String Based Similarity Method 

 

 Word2Vec-Word Embedding. 

Word2Vec, a word-embedding method is used to 
measure the similarity between two words. It is a 

distributional or corpus based semantic similarity model 

which consists of two models: Continuous Bag of 

Words(CBOW) and skip-gram. In [13][16], the CBOW 

model was used for measuring the distance. 

 

 Doc2Vec. 

In 2018, a content-based Bangla news recommendation 

system was proposed by Rabindra et al.[12]. They con- 

ducted a comparative study among doc2vec, LSA LDA 

techniques and found that doc2vec outperforms the other 
two techniques on a human-generated triplet dataset. 

doc2vec is a document embedding system that is based on a 

Neural Network(NN) driven architecture. It is an extension 

of a very renowned machine learning technique to gener- ate 

word vector namely word2vev. It is different from other 

common methods such as bag-of-words (BoW), n-gram 

models or averaging the word vectors. It can be trained in a 

fully unsupervised ML model from raw corpora without 

using any domain specific labeled dataset. It is very much 

scalable and no preprocessing or feature engineering is 

needed except tokenization. For training the doc2vec model 

they have chosen the architecture of distributed BoW 
(dBoW) and the popular gensim library for statistical 

semantics and text mining. 

 

 
Fig 6 Doc2Vec Model from Rabindra et al. [12] 

For the experiment, they have collected one week’s 

data from 15 newspapers using a news crawler (Apache 

Nutch). The training corpus contained 300000+ 

uncategorized articles. For testing the performance of the 

news recommen- dation system, they have also collected 

37,000 labeled news articles from 12 separate categories. 

The model exhibits language-independent learning and 

adaptation capability of a large corpus. According to the 

paper, they got 91% accuracy in doc2vec model while for 
LSA and LDA the accuracy level was 84% and 85% 

respectively. Figure-6 depicts the doc2vec model proposed 

by Rabindra et al. for Bangla language. 

 

 Jaccard Coefficient-Term Based. 

Jaccard similarity measures the similarity between two 

nominal attributes by insertion over union of two sets. As 

mentioned in [11], the results of Jaccard similarity are poor 

compared to Cosine similarity based measures. 

 

 Cosine Similarity-Term Based. 
Cosine similarity is the most popular effective 

similarity to measure similarity. This technique measures 

the similarity by using the cosine of angle between two 

vectors. Euclidean similarity gives less better results than 

Cosine similarity[11]. 

 

 Word Mover’s Distance (WMD).  

Word mover distance(WMD) is a new and effective 

technique in Ma- chine Learning(ML) for sentence or word 

similarity analysis. It can measures accurately the distance 

between two documents or sentences. It is designed to 

overcome the synonym problem but it is useful in large 
grammatical change. It gives better results than other 

techniques[11] to measure the similarity of two non-zero 

vectors and the similarity utilizing the cosine angle between 

sentences. It ascertains the closeness between sentences sets. 

The cosine similarity equation for is provided below: 

 

 
 

Jaccard similarity is used to calculates the closeness 

between the finite set of text. Its values also are always less 

than or equal one.[10] 

 

 
 

Cosine similarity provides high score on the other hand 

Jaccard similarity shows a low score value. The Bangla text 
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similarity structure is very different from other languages. 

Those approaches work well for other languages since there 

are pre-trained word2vector file available. For the Bangla 

language, WMD is given an accurate similarity if compared 

with other approaches. Because its calculation is very simple 
for WMD methods to cause its use vector weight value from 

embedding file while others can’t use.[10] 

 

 CBOW and Skip-Gram Word embedding. 

Sadman et al. presented a study regarding intrinsic 

evaluation of Bangla word embeddings in 2019 [15]. They 

trained CBoW and Skip-gram models using self-built corpus 

of more than 1.3 million unique words from 700,000 

articles. They got average accuracy more than 90% for 

concept categorization and found that Skip-gram model 

performs better than the CBoW model. 

 
 n-gram. 

In report [5], the author proposes n-gram language 

model to find the Bangla similarity. Lets consider the 

following Table-2 to understand the technique. 

 

Table 2 Pair of Similar Two Words 

 

 

 
 

 
 

For finding two next words, similarity of first word with the 

second word in the paired list will be: 

 

 
 

 

 

 

V. SIMILARITY OF BANGLA ENTRIES BASED 

ON METRICS/TECHNIQUES 

 

Different kinds of Bangla entries can be observed in 

the form of words or text, tweets, strings or documents. 

There are several metrics and techniques for identifying the 

different kinds of similarities. The findings of our study for 

detecting similarity among various forms of Bangla texts are 
summarized in the following Table-3. 
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Table 3 Similarity of Bangla Entries Based on Metrics/Techniques: 

 
 

If Bangla WordNet was rich in NLP then much 

accurate similarities among different types could be 

identified. Despite limitation on WordNet, researchers find 

some techniques to measure the similarities.Word2Vec , 

Jaccard coefficient similarity , Cosine similarity , WMD 

,Path based similarity are the most effective mechanisms to 

find the similarity of different Bangla entries. 

 

VI. CONCLUSION 

 

This paper shows the findings of a systematic literature 

review on Bangla similarity analysis. Since there are few 
very works on Bangla similarity analysis, we investigated a 

little amount of studies. We presented a complete 

description of our systematic literature review process with 

findings and discussion about these findings. We discussed 

the current status of this research topic so that interested 

researchers can be benefited from this work. Our findings 

indicate that developing an approach for Bangla similarity 

analysis would address all challenges of complex rules of 

Bangla which is very much essential. For the practical usage 

of similarity analysis currently, various new word 

embedding techniques are being used which are hybrid in 

nature and they use some combinations of techniques 

described in this paper. The state-of-the-art word embedding 

techniques are Word2Vec, GloVe, BERT, ELMo, fastText, 
GPT-3 etc. where deep neural network is used. There is still 

a huge scope to work on Bangla language using these new 
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word embedding techniques. We hope to work on Neural 

Network (NN) based word embedding techniques for 

Bangla similarity analysis in the future to enhance the 

probability of accuracy of Bangla similarity analysis along 

with other areas of NLP domain. 
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