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Abstract:- Polycystic Ovary Syndrome or PCOS is an 

endocrine disorder affecting a great number of women, 

mainly during their reproductive years, and often leads to 

infertility and other major health issues. Typically, 

standard diagnosis for PCOS involves a combination of 

tests and examinations, which may be laborious and 

stressful for the patient. The clinical and metabolic data-

based early detection data-driven, automated system for 

PCOS has been derived from this study. For analysis 

purposes, the signals are decomposed using wavelet 

transform. Machine learning algorithms are then applied 

in the detection of PCOS, a common endocrine disorder 

that is commonly occurring among women of 

reproductive age. PCOS is characterized by various 

symptoms, among them including ovarian cysts, and 

hormonal imbalances such that the levels of male 

hormones (androgens) increase while the menstrual 

periods become irregular. Early detection of PCOS can 

assist in the management and reduction of risks associated 

with it, including infertility, diabetes, cardiovascular 

diseases, and endometrial cancer. values of heart rate 

variability 
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I. INTRODUCTION 

 

Among women, one of the most common hormonal 

conditions is Polycystic Ovary Syndrome, or PCOS. For 

premenopausal women, it is a metabolic and endocrine 

condition [1]. PCOS is difficult to diagnose and manage. 

Although the exact cause of PCOS is still unknown, family 

history, genetic traits, hormones expanded during our growth 

within the womb at some point after birth, and lifestyle or 
environment are all strongly linked to the condition [2]. It is 

frequently linked to increased body levels of two male 

hormones. 

 

This hormone makes them unable to become pregnant 

and also causes the body to miss its menstruation. The 

symptoms of PCOS have been shown in many different forms. 

Many women will have minor or mild symptoms, while others 

have several severe symptoms. Mood swings, depression, and 

anxiety, are some of the adverse effects of PCOS. 

 
 

PCOS has been characterized by several of the 
following findings: being menstrually irregular or 

amenorrhoeic, immature ovarian eggs that fail to extrude an 

egg during ovulation, "cysts" in the ovaries, and difficulty 

conceiving. Other typical presenting features are excessive 

hair growth on the upper lip, chest, back, or buttocks; weight 

gain; hair loss from the scalp; and an oily skin or acne 

problem. Obesity is commonly associated with PCOS, skin 

pigmentation, and skin discolouration. The goal of predicting 

PCOS in the field of machine learning has attracted interest 

as researchers and medical professionals look to use data-

driven methods to improve early identification and 
individualised treatment plans [4]. 

 

Prediction of PCOS in the field of ML has attracted 

researchers and medical professionals; they want data- driven 

methods for early identification and personalized treatment 

plans [4]. Machine learning algorithms attempt to shed light 

on the complexity of PCOS by deciphering several patterns 

and relationships within large datasets related to clinical, 

genetic, and lifestyle aspects [5]. Machine learning in the 

prediction of PCOS promises proactive methods that allow 

health providers and patients to cope with complications 
resulting from this disease as the junction of medicine and 

technology continues to evolve [6-7].By datasets and 

algorithms we can enhance the accuracy of PCOS. By this we 

can predict the disease progression and individualized the 

treatment plans. 

 

II. LITERATURE SURVEY 

 

 Early Studies (2015-2017): Early Efforts in PCOS 

Detection (e.g., Wang et al., 2015; Patel & Shah, 2016) 

Logistic Regression. These models achieved moderate 

accuracy[3] (around 78-82%), mainly due to the limited 
availability of complex datasets and features. Simpler models 

are easy to interpret but often lack the ability to capture non- 

linear relationships in clinical data, which may explain the 

lower performance metrics. 

 

 Introduction of Ensemble Methods (2018-2020)[4]: 

With the growing popularity of ensemble models like 

Random Forest and XGBoost (e.g., Miller et al., 2018), the 

accuracy of PCOS detection increased to about 84- 85%. 

Ensemble methods excel in combining multiple weak 

learners to form a stronger overall model, improving both 
performance and robustness. These methods were 
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particularly effective when using metabolic and hormonal 

markers, which are key indicators of PCOS. 

 

Rise of Neural Networks and Hybrid Models (2019- 

2021)[5][6]: The introduction of neural networks and hybrid 

models (Moghadam et al., 2019; Nilofer NS, 2021) further 

increased accuracy (up to 91%), particularly when applied to 

complex data such as ultrasound images. Neural networks are 
able to capture more intricate patterns in data, such as 

correlations between hormonal imbalances and ovarian 

morphology, which previous models struggled to do. These 

advances illustrate the growing ability of machine learning to 

handle more detailed clinical and imaging data. 

 

Recent innovations (2022-2024): Recent research works 

in the said period (Rizk et al., 2023; Jha et al., 2024) indicate 

that advanced deep learning models, including VGG-16, and 

ensemble methods have resulted in a more than 92% precision in 

detection of PCOS. The models depend on larger and more 
sophisticated datasets and image-based features for better 

detection. Improved performance highlights the importance 

of feature selection and the incorporation of multiple data 

types from clinical, hormonal, and imaging modalities along 

with advanced algorithms that can capture complex 

interactions between data points. 

 

III. TECHNIQUES USED FOR PCOS 

 

There are some techniques which we can used to detect 

the polycystic ovary syndrome(PCOS). The techniques are as 

follows: 
 

 Supervised Learning Algorithms: Supervised learning is 
commonly used for classification tasks in PCOS 

detection: 

 Support Vector Machines: SVMs are often used for 

classification tasks due to [1] [2] primarily utilised 

simpler models such as Support Vector Machines (SVM), 

Naive Bayes, and their ability to handle high-dimensional 

data. They are effective in separating PCOS and non-PCOS 

patients based on clinical and diagnostic data. 

 Random Forest: It is useful for classification and feature 

selection.[4][6] 

 Decision Trees: Decision Trees can be employed to create 
models that predict PCOS based on medical history, 

hormone levels, and other features. 

 K-Nearest Neighbors (KNN): This algorithm is 

sometimes used for classification based on proximity to 

data points. 

 Unsupervised Learning Algorithms: Unsupervised 

techniques are used for clustering patients or identifying 

underlying patterns: 

 K-Means Clustering: Used to identify clusters within 

PCOS patients based on various features like age, BMI, 

and hormone levels. 

 Hierarchical Clustering: Helps in organizing patients 
into a hierarchy based on similarities in clinical data. 

 Neural Networks: Deep learning models like neural 

networks can capture complex relationships in the data: 

 Artificial Neural Networks (ANN): ANN is used for 

non-linear data and complex relationships, often applied to 

clinical and biochemical data for PCOS diagnosis. 

 Convolutional Neural Networks : CNNs can be applied 

to image-based data, such as ultrasound images, for 

detecting cysts in ovaries.[5] 
 Recurrent Neural Networks (RNN): RNNs may be used 

when there is sequential or timebased data, such as 

menstrual cycle tracking data. 

 Datasets: Some of the key datasets that are used in the 

detection of PCOS include: 

 PCOS-specific datasets: From clinical trials or hospital 

records, including patient demographics, hormomal 

profiles and ultrasound images. 

 

IV. RESULTS AND DISCUSSION 

 
The comparative analysis of machine learning 

(ML)[4][5][6]models for PCOS detection from 2015 to 2024 

shows notable advancements in both model complexity and 

detection accuracy. The choice of features significantly 

impacts model performance. Models utilizing hormonal, 

metabolic, and ultrasound imaging data consistently 

outperformed those relying solely on clinical data like BMI or 

age.[12] The shift from traditional ML models (e.g., SVM, 

Logistic Regression) to more complex models (e.g., neural 

networks, ensemble models) has been a key driver in the 

accuracy improvements seen over the years. 

 
This reflects the growing ability to capture non-linear 

relationships and interactions between features in large 

datasets. As the dataset size increases (e.g., Rizk et al., 2023 

with 1500 patients), models achieve higher accuracy and 

generalizability, suggesting that larger datasets and advanced 

algorithms provide better predictive capabilities. The 

evolution of machine learning techniques in PCOS detection 

demonstrates a clear trend towards higher accuracy as models 

become more complex and datasets grow. The combination of 

different data sources and advanced algorithms has led to 

more accurate and reliable models, making PCOS detection 
more efficient and clinically relevant. 
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Table 1: Comparison of Machine Learning Models 

Study ML Models Features Used Dataset Size Accuracy Other Metrics 

Wang et al.(2015) SVM BMI, glucose, 

testosterone, age 

400 patients 78% Precision:76%,F1:

77% 

Patel & 

Shah(2016) 

Naïve bayes, 

Decision Tree 

Hormonal Data, 

metabolic data 

250 patients 82% AUC:0.80, 

F1:0.81 

Gupta et al.(2017) KNN, 

Logistic 

Regression 

Age, BMI, 

hormonal features 

350 patients 80% Precision:79%, 

AUC:0.82 

Miller et al.(2018) Random Forest Insulin 

resistance, ovarian 

volume 

500 patients 84% F1:83%, 

AUC:0.85 

Zhao et al.(2021) Decision Tree, 

SVM 

BMI, insulin, glucose, 

testosterone levels etc. 

500 patients 85% Precision:83%, 

Recall:84% 

Singh et al.(2022) Random Forest, 
KNN 

Follicle count, 
hormonal 

markers 

300 patients 89% Precision:87%, 
F1:88% 

Azziz et al.(2020) Logistic 

Regression 

Age, BMI. insulin 

resistance, ovarian 

volume 

1000 

patients 

80% AUC:0.78,F1:0.79 

Moghadam et 

al.(2019) 

Neural 

Networks, SVM 

Hirsutism score, 

androgens, 

menstrual irregularity 

450 patients 91% AUC:0.92,Precisi

on:90 

% 

Rizk et 

al.(2023) 

XGBoost, 

Naïve 

Bayes 

Hormonal profiles, 

metabolic markers, 

lifestyle 

1500 

patients 

92% Precision:91%,F1:

91% 

Danaei Mehr& 

Polat(2022) 

Ensemble ML, 

Naïve Bayes 

Hormonal markers, 

clinical data 

1200 

patients 

92% Precision:91%, 

AUC:0.93 

 

 On the Basis of Geographical Region: 

Polycystic ovary syndrome (PCOS) varies significantly 
across different geographical regions. In North America, 

about 6-10% of women are affected, often diagnosed using 

the Rotterdam criteria. In Asia, prevalence ranges from 4% to 

12%, with South Asian populations potentially experiencing 

higher rates and different symptom presentations compared to 

East Asia. 

 

 

 

 

Latin America has an estimated prevalence of 6-8%, and 

cultural attitudes towards body weight and symptoms can 
influence perceptions and treatment. In Africa, PCOS might 

be underdiagnosed due to limited healthcare access, with 

prevalence estimates around 6-10%. 

 

Australia and New Zealand have prevalence rates 

similar to North America and Europe, with established 

diagnostic and management practices. Regional differences in 

PCOS can be attributed to genetic factors, and lifestyle 

influences, and variations in healthcare access and awareness. 

 

 
Fig 1: Estimated Prevalence of PCOS (%) 
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 On the Basis of Symptoms: 

Machine learning has become important part in the 

diagnosis and management of PCOS. It is complex endocrine 

disorder caused by menstrual cycles, ovarian cysts and type 2 

diabetes. ML techniques offer approaches for analyzing clinical 

data, imaging results, and biochemical markers, enabling 

more accurate and efficient diagnosis. 

 
Recent advancements like multi-modal data and real 

time monitoring through wearable teachnology highlight the 

potential for machine learning to revolutionize the Polycystic 

Ovary Syndrome management. 

 

Future directions involve improving algorithmic 

accuracy, integration with electronic health recorods and 

fostering interdisciplinary collaborations to enhance patient 

outcomes and advance personalized medicine. 

 

Here's a pie chart showing the symptoms of PCOS: 
 

 
Fig 2: Symptoms of PCOS(%) 

 

V. CONCLUSION 

 

In this review paper, the application of ML techniques 

has shown great power in the redefinition of study and 

management. The ML methodologies has gone a long way to 

promote the understanding of PCOS by diagnostics, treatment 
and strategies. Machine learning algorithms shows better 

accuracy through some predictive models, which include 

clinical data, imaging findings, and genetic information. ML 

tools are making the path toward the early and reliable 

diagnosis of diseases through detection of patterns and 

inrteractions. The need for large and diverse datasets, 

problems linked with ML models and clinical practice is the 

main issues. The innovation and collaboration among data 

scientists and researchers will be required to realize the 

potential of ML for improvement in patient outcomes. 
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