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Abstract:- This study investigates the Nazief and Adriani 

Algorithm and the Enhanced Confix Stripping Stemmer 

(ECS) in the context of Makassar language. Following a 

comprehensive investigation, the Nazief & Adriani 

Algorithm demonstrates proficiency in capturing the 

complexities of Makassar language by applying numerous 

morphological criteria. Meanwhile, the Enhanced Confix 

Stripping Stemmer (ECS) exhibits versatility in dealing 

with language obstacles, identifying opportunities for 

further improvement. Using Sastrawi, Confix Stripping, 

Enhanced Confix Stripping, and Nazief-Adriani, the 

study emphasizes the need of using linguistically suitable 

techniques for exact analysis. This work sheds light on 

improving text processing technology in Makassar 

language, opening the path for algorithms customized to 

the language's unique qualities. 
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I. INTRODUCTION 

 
Makassar language holds a significant position in 

Indonesia, particularly in South Sulawesi, with a rich 

historical background and widespread usage among the local 

populace. Despite its prevalence as a daily communication 

tool, text processing and information management in 

Makassar often lag the standards observed in Indonesia 

language, the widely adopted national language. This 

disparity poses multifaceted challenges, particularly in the 

realm of information technology, where text processing 

efficiency directly impacts communication quality in 

Makassar. Consequently, there arises a critical need for the 

development of resources and technologies tailored to support 
text and information processing in Makassar language. 

 

Linguistic structure of Makassar language is 

characterized by 23 phonemes, encompassing 18 consonant 

phonemes and seven vowel phonemes, with five native vowel 

segments. Notably, consonant phonemes are distributed across 

various positions, while affixation plays a prominent role in 

word formation. Affixes in Makassar language include verbal 

prefixes, compound prefixes, suffixes, and various types of 

infixes, each contributing to the morphological complexity of 

the language. 

 

In addressing the linguistic intricacies of Makassar 

language, researchers have explored various stemming 

algorithms to facilitate text processing tasks. Stemming is the 

process of reducing inflections or derivations to their 

fundamental forms, similar to reducing the derivation 

"comfortable" to its base, "comfort"[1]. Stemming is 

commonly used for pre-processing in text-based 

applications[2]. Stemming algorithms were classified into two 
categories. There were two types of stemmers: statistic-based 

and rule-based. Statistic-based stemmers were unsupervised 

algorithms that used training data to construct models for 

stemming, whereas rule-based stemmers used a set of 

predefined rules to execute stemming[3]. The advantages of 

this stemming may be used to develop search engines[4]. 

However over stemming and under stemming become 

common difficulties during the stemming process[5]. Every 

language has its own unique characteristics and structure, 

particularly the affix structure, thus the stemming method will 

be altered in line with the language's characteristics[6]. 
 

Each language has a unique stemming algorithm that 

differs from those used in other languages[7]. There have only 

been two existing stemming algorithms for Indonesia 

language. Nazief and Adriani developed these algorithms, as 

well as Tala's algorithm[8]. Nazief Adriani's method is a 

stemming algorithm using a dictionary as its working 

principle, whereas the Tala algorithm is based on Porter's 

algorithm and operates on a rule basis[9]. Among these, the 

Nazief & Adriani Algorithm, based on extensive 

morphological rules of Indonesia language, and the Enhanced 

Confix Stripping Stemmer (ECS), designed to rectify errors in 
the Rule-Based Approach method, have garnered attention. 

These algorithms offer potential solutions to enhance the 

accuracy and efficiency of text processing in Makassar 

language, albeit with distinct methodologies and outcomes. 

 

Nazief Adriani Algorithm developed for the first time by 

Bobby Nazief and Mirna Adriani. This takes a rudimentary 

word dictionary and executes the recording, writing back the 

words that underwent repeated stemming[10]. Stands as a 
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prominent stemming method grounded in extensive 

morphological rules derived from Indonesia language. This 

algorithm consolidates diverse rules into a comprehensive 

framework, encapsulating permitted and prohibited affixes. 

Following the stemming process, a foundational word 

dictionary facilitates the matching and recording of words, 

enhancing the accuracy and reliability of the algorithm. 

 
Research findings on Javanese and Madurese languages 

underscore the applicability and limitations of these 

algorithms in specific linguistic contexts, shedding light on 

their efficacy and areas for improvement. Despite promising 

results, challenges persist in adapting these algorithms to 

Makassar language, necessitating further investigation and 

modification to optimize their performance in this linguistic 

domain. 

 

In light of the foregoing, this literature review aims to 

provide a comprehensive survey and comparative analysis of 
modified ECS and Nazief & Adriani algorithms for text 

stemming in Makassar language. By synthesizing existing 

research findings and identifying gaps in knowledge, this 

review seeks to contribute to the advancement of text 

processing technologies tailored to the unique linguistic 

characteristics of Makassar language. Through critical 

evaluation and synthesis of relevant literature, this review 

aims to elucidate the strengths, weaknesses, and potential 

applications of these algorithms in the context of Makassar 

language text processing, ultimately informing future research 

directions in this field. 

 

II. RESEARCH METHODS 

 
A Systematic Literature Review (SLR) study attempts to 

identify essential relevant studies, obtain the necessary data, 

then evaluate and synthesize the results to acquire greater 

insight into the research topic[1]. 

 

Regardless of the unique topic matter, disciplinary 

concentration, or philosophical position, Systematic Literature 

Review (SLR) is an organized procedure that consists of six 

different and crucial components, which are described below. 

 

A. Research Questions 
When using the systematic literature review (SLR) 

approach, it is necessary to develop a set of research questions 

(RQs). The questions offered in Table 1 are critical in 

providing a more clear, goal-oriented, and efficient 

framework for the research project. This thorough method 

helps to improve and concentrate the research process. 

 

Table 1 Research Question 

ID Research Question 

RQ1 What techniques are employed by researchers for data collection in studies related to stemming? 

RQ2 What methodologies are applied in the field of stemming research? 

RQ3 What findings emerge from the investigation into stemming within the research context? 

 

B. Research Strategy 

The investigator performs a thorough search for 

scientific papers in major databases such as ScienceDirect, 

IEEE, Springer, Semantic Scholar, Google Scholar, and 
Elsevier. This investigation is driven using two keywords, 

which include terminology in both Indonesian and English, to 

guarantee a complete and inclusive retrieval of relevant 

material: 

 

 “Stemming” and “stemmer algorithm.” 

 “Nazief & Adriani algorithm” and “enhanced confix 

stripping algorithm.” 

 

C. Study Selection 

Establishing criteria is essential when assessing 
manuscripts. The researcher employs two distinct types of 

criteria applicable to paper composition: inclusion criteria and 

exclusion criteria. Presented below are specific inclusion 

criteria employed in the context of this study: 

 

 Research paper is research conducted from 2019 to 2024. 

 Research paper selected are written either in English or 

Indonesian. 

 Main topic of the research study must be Indonesian 

stemming.  

 
 

 

 And below are Exclusion Criteria for this Study: 

  

 Research that is not included in the inclusion criteria.  

 The research does not clearly describe its flow or 

methodology. 

 Research that fails to meet research objectives. 

 

 Criteria used in this Research is Shown Like Diagram in 

Figure 1 below 

 

 
Fig 1 Criteria in this Research 
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D. Quality Assessment 

To gain a comprehensive understanding of the study's 

overall quality, a careful quality evaluation must be 

conducted. This evaluation step is critical to determining if the 

identified data is relevant and appropriate for inclusion in the 

research. Within the context of this study, the collected data 

will be subjected to a thorough evaluation, led by a set of 

specified criteria meant to assess its quality. The use of these 
quality assessment standards guarantees a systematic and 

objective review, which contributes to the study's strength and 

dependability. 

 

 For Every Papers used in this Research is Selected by 

using this Criteria below: 

 

 Was the research published between 2019 and 2024?  

 Is the research written in Indonesian or English? 

 Is the research main topic is corelated with Indonesian 

stemming? 
 

 
Fig 2 Data Selection 

E. Data Extraction 

At this point, the data extracted from the examined paper 

delves into key aspects such as the publication year of the 

research, the dataset used in the study under review, the 

methodologies used for data collection, the specific approach 

taken for stemming within the scrutinized research, and the 

resulting implications of stemming on the study. Following 

that, all relevant data was meticulously entered into a 
spreadsheet document. This diligent record-keeping serves as 

the foundation for a thorough analysis of the collected data. 

The plain structuring of this material provides an efficient and 

systematic study that adheres to known scholarly research 

practices. 

 

F. Data Synthesizing 

At this point in the research process, we've gathered a 

substantial pool of 100 studies, carefully sifting through titles 

and abstracts for relevance. This initial screening narrowed 

down our selection to 66 papers. However, our scrutiny didn't 
stop there. Using stringent inclusion and exclusion criteria, we 

meticulously handpicked 66 papers that aligned with our 

research goals. If a paper met our inclusion criteria, it earned a 

spot in our literature review; conversely, those meeting 

exclusion criteria were omitted. This discerning process 

resulted in a final set of 34 papers, which underwent a detailed 

review and analysis. The gleaned data and primary findings 

from these papers underwent a thorough examination, and 

their synthesis is methodically presented in Table 2. This 

approach adheres to the scholarly standards of research, 

ensuring a comprehensive and well-structured exploration of 

the literature. 

 

Table 2 Reviewed Paper (A) 

Research Year Language Collection 

[11] 2024 Indonesian data from web 

[12] 2024 English data from web 

[13] 2023 English printed documents 

[14] 2023 Indonesian printed documents 

[15] 2023 English corpus or dictionary 

[16] 2023 English printed documents 

[17] 2023 English data from web 

[18] 2023 English data from web 

[19] 2022 English corpus or dictionary 

[20] 2022 English corpus or dictionary 

[21] 2022 English corpus or dictionary 

[22] 2022 English corpus or dictionary 

[23] 2022 English data from web 

[24] 2022 English corpus or dictionary 

[25] 2022 English data from web 

[26] 2021 English data from web 

[27] 2021 English printed documents 
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[28] 2021 English data from web 

[29] 2021 English printed documents 

[30] 2021 English data from web 

[31] 2021 English data from web 

[32] 2020 English corpus or dictionary 

[33] 2020 Indonesian corpus or dictionary 

[34] 2020 English corpus or dictionary 

[35] 2020 English printed documents 

[36] 2020 English print document 

[37] 2020 English corpus or dictionary 

[38] 2020 English corpus or dictionary 

[39] 2020 Indonesian printed documents 

[40] 2019 English printed documents 

[41] 2019 English printed documents 

[42] 2019 English corpus or dictionary 

[43] 2019 English data from web 

[44] 2019 English printed documents 

 

III. RESULTS AND DISCUSSION 

 

 Data Collection Techniques 

When conducting a study, researchers need data to focus 

their inquiry. Data collection is the systematic process of 

obtaining and reviewing exact data from many sources with 

the goal of finding answers to research questions, discovering 
patterns, exploring options, and evaluating prospective results. 

Throughout the data gathering process, researchers must 

define the nature of the data, identify its sources, and describe 

the methodology used. It is clear that data gathering methods 

vary, and this diversity is reflected in different strategies. 

Notably, the scientific, commercial, and governmental spheres 

rely heavily on effective data gathering procedures to inform 

their respective undertakings. This comprehensive approach is 

consistent with the rigorous standards observed in scientific 

research. 

 

Previous studies employed a number of data collecting 
methods. Research [11], [12], [17], [18], [23], [25], [26], [28], 

[30], [31] and [43]. Get data used for research from various 

online site like twitter or any online news portal from 

Indonesia. 

 

Meanwhile research like [13], [14], [16], [27], [29], [35], 

[36], [39], [40], [41] and [44]. All of that research done using 

data directly taken from printed document source. Either a 

book or paper exam result. 

 

As for research [15], [19], [20], [21], [22], [24], [32], 
[33], [34], [37], [38] and [42]. All this one research is bases 

on dictionary, either it is Indonesian language only or with 

another option. 

 

Detail of this source material classification can be seen 

in detail in table 2 about reviewed paper[A]. 

 

 
Fig 3 Data Collection Technique 

 

 Stemming Methods  

Stemming, a key process in language analysis, is the 

reduction of inflections or derivations to their essential root 

forms, as demonstrated by reducing "comfortable" to its root 

form, "comfort." It is important to note that stemming does 

not simply reduce a word to its dictionary stem; rather, it uses 

algorithms to identify the proper truncation of words. This is 

in contrast to lemmatization, a more complex procedure that 

reduces words to their dictionary roots, requiring a high level 

of linguistic skill for proper implementation. This distinction 

emphasizes the need of selecting the right language analysis 
approach depending on the individual needs and peculiarities 

of a given research. 

 

Stemming is a difficult operation in the context of the 

Indonesian language, given its huge lexicon, which includes 

around 127,000 fundamental terms described in the 

comprehensive Big Indonesian Dictionary. The complexity of 

stemming resides in the extraction of root words from 

attached words, which requires the removal of numerous 

affixes like as prefixes, infixes, suffixes, and combinations 

thereof. This method is important because it has a 
considerable impact on the quality of analytical results. To 

negotiate this linguistic complexity, a variety of stemming 

algorithms have been created. These include the Nazief-

Andriani algorithms, Confix Stripping, Enhanced Confix 
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Stripping, and Sastrawi, which each offer unique techniques 

to dealing with the intricacies of Indonesian language 

stemming. Choosing an appropriate algorithm is critical to 

assuring the correctness and dependability of the stemming 

process inside the analysis framework. 

List of regular distribution about stemming method that 

used in this research can be seen in table 3 reviewed paper 

(B). 

 

Table 3 Reviewed Paper (B) 

Research Stemming Method 

[11] Sastrawi and Nazief-Adriani 

[12] Sastrawi, Nazief-Adriani, and Arifin Setiono 

[13] Sastrawi and Nazief-Adriani 

[14] Porter Stemmer 

[15] Confix Stripping (CS) 

[16] Nazief-Adriani 

[17] Nazief-Adriani 

[18] Sastrawi, Nazief-Adrian, Confix Stripping (CS) and Enhanced Confix Stripping (ECS) 

[19] Enhanced Confix Striping (ECS) and New Enhances Confix Striping (NECS) 

[20] Confix Stripping (CS) 

[21] Enhanced Confix Stripping (ECS) 

[22] Sastrawi 

[23] Nazief-Adriani 

[24] Confix Stripping (CS) 

[25] Nazief-Adriani 

[26] Nazief-Adriani 

[27] Nazief-Adriani 

[28] Confix Stripping (CS) 

[29] Nazief-Adriani 

[30] Nazief-Adriani 

[31] Nazief-Adriani 

[32] Nazief-Adriani 

[33] Enhanced Confix Stripping (ECS) 

[34] Nazief-Adriani 

[35] Nazief-Adriani 

[36] Sastrawi 

[37] Nazief-Adriani 

[38] Nazief-Adriani 

[39] Enhanced Confix Stripping (ECS) 

[40] Enhanced Confix Stripping (ECS) 

[41] Enhanced Confix Stripping (ECS) 

[42] Enhanced Confix Stripping (ECS) 

[43] Sastrawi 

[44] Nazief-Adriani 

 

 Stemming Usage 

Examining the results reported in Table 3 from the 

evaluated studies indicates a variety of stemming algorithms 

that provide useful insights into understanding the 

complexities of the Makassar language. The Makassar 

language's distinguishing traits, particularly affixes and 

suffixes, lurk under the surface, offering obstacles to linguistic 

research. 

 

A significant discovery is the frequency of academics 

using stemming algorithms that are specifically designed to 
handle the intricacies of the Indonesian language or traditional 

Indonesian languages. Sastrawi, Confix Stripping, Enhanced 

Confix Stripping, and Nazief-Adriani are some of the popular 

methods used for Makassar language analysis. These 

algorithms were intentionally picked for their ability to 

navigate the complexity of Makassar, notably its affixes and 

distinctive language traits. 

 

The strategic use of these stemming techniques is critical 

in understanding the structure and semantics of the Makassar 

language. This advanced technique not only improves 

knowledge of Makassar, but also emphasizes the significance 

of using contextually relevant linguistic tools to conduct a 

nuanced and correct analysis. The use of these precise 

algorithms reflects a dedication to methodological rigor in 

linguistic research, ensuring that the approaches employed are 
appropriate for the complexities of the language being 

studied. 
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IV. CONCLUSION 

 

Finally, this study investigates the complexities of 

stemming algorithms, namely the Nazief & Adriani 

Algorithm and the Enhanced Confix Stripping Stemmer 

(ECS), in the context of Makassar language. The study 

identifies each algorithm's strengths and weaknesses using a 

comprehensive technique that includes data collecting, 
algorithm installation, and rigorous assessment. 

 

Nazief & Adriani Algorithm emerges as a strong 

contender, using comprehensive morphological criteria to 

correctly capture the intricacies of Makassar language. 

Meanwhile, the Enhanced Confix Stripping Stemmer (ECS) 

demonstrates flexibility and potential in resolving the 

difficulties of the Makassar language, but with room for 

improvement. 

 

The comparative analysis and assessment metrics 
offered in this study provide useful insights for academics and 

practitioners working to improve text processing technology 

in Makassar language. This study provides the groundwork 

for future efforts to improve and build algorithms adapted to 

the particular linguistic features of the Makassar language, 

ultimately enhancing the area of information processing in 

this linguistic domain. 
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