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Abstract:- Ensuring the quality of milk is paramount for 

consumer health and industry standards. This study 

introduces a comparative analysis of two machine 

learning approaches, the k-Nearest Neighbors (KNN) 

algorithm and its variant, the Distance-Weighted KNN 

(DW-KNN), for the detection of milk quality. While the 

traditional KNN algorithm has been widely applied 

across various sectors for its simplicity and effectiveness, 

our research proposes an enhanced methodology through 

the implementation of the DW-KNN algorithm, which 

incorporates distance weighting to improve prediction 

accuracy. Through the analysis of a comprehensive 

dataset encompassing multiple milk quality indicators, we 

demonstrate that the DW-KNN algorithm significantly 

outperforms the standard KNN approach, achieving an 

exceptional accuracy of 99.53% compared to 98.58% by 

KNN. This substantial improvement highlights the 

potential of distance weighting in enhancing classification 

performance, particularly in applications requiring high 

precision in quality assessment. Our findings advocate for 

the adoption of the DW-KNN algorithm in the dairy 

industry and related fields, offering a robust tool for 

ensuring product quality and safety. 

 

Keywords:- Milk Quality Detection; KNN Algorithm; 
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I. INTRODUCTION 

 

The definition of quality in today's terms is described as 

meeting the needs and desires of the customer, and even 

exceeding the customer's expectations [1], [2]. 

 

Milk is one of the basic foods containing high protein 

and fat [3]. The protein in milk is of high quality [4]. Many 

factors such as genetics, environment, and physical factors 

affect the quality of this quality food [5]. There are many 
factors in the dataset that affect the yield and quality of milk, 

some of which we have addressed and some we have not [6]. 

We will again discuss the factors affecting the quality of 

milk, and in addition, we will add the results of our own 
study. 

 

It has been observed that different species of animals 

affect the quality of milk [7], [8]. Disinfecting the mammary 

glands of animals has led to a reduction in bacteria, 

preventing health issues and affecting the quality of milk [9], 

[10], [11]. 

 

Heat is applied to milk using various techniques such as 

HTST (High temperature short time), LTLT (Low 

temperature long time), and UHT (Ultra high temperature) 
[12]. In contrast, Cold Plasma Technology is applied as a 

non-thermal (thermal) technique, which has been observed to 

affect milk quality, but it has been decided that further 

research is needed [13]. 

 

Environmental pollution also affects the quality of milk. 

Heavy metals that are released into the air, soil, and plants 

affect human health, the taste of milk, and its quality [14], 

[15]. Therefore, measures need to be taken to address 

environmental pollution, or agricultural and pasture lands 

need to be located away from pollution sources, as indicated 

in the same study. 
 

The proper construction of facilities also affects milk 

quality [16]. The selection and control of units where milk is 

stored also affects milk quality [17]. Improper storage 

increases the number of psychotropic bacteria [18]. 

 

Another factor affecting milk quality is the season; 

higher quality milk is obtained in colder months [19], [20]. It 

has been suggested in a study that improving cooling during 

storage and transportation in the warmer summer months 

would enhance quality. 
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A low somatic cell count (SCC) increases milk quality 

[21]. Trisodium Citrate, which is effective in reducing SCC, 

can be applied [22]. In seasons where SCC is high, emphasis 

should be placed on hygiene and under health [21]. A low 

electrical conductivity increases milk quality [23]. Lactation 

periods also influence milk quality; milk is of higher quality 

in early lactation periods, whereas a decrease in quality is 

observed in late lactation periods [24]. To increase 
productivity during lactation, it is recommended to provide 

dry matter intake in the early lactation period [25]. Analyses 

of raw milk have identified the presence of bacteria 

hazardous to human health, hence it is stated that precautions 

should be taken, and everyone involved in the process should 

be supervised to rectify this situation [26]. Adding different 

foods to animal feed does not contribute to milk quality [27], 

[28]. However, proper nutrition enhances milk quality, so 

modern feeding techniques should be employed [29]. A 

proper nutrition program should be implemented [30]. The 

use of quality products in nutrition is important [31]. 
Improper nutrition can decrease quality rather than enhance it 

[32]. It has been observed that illuminating with red light at 

night does not affect milk quality, and there is no objection to 

its use as night illumination [33]. While D (-) milk acid does 

not pose a problem for adults, it is not recommended for 

babies, therefore it is stated that they should not consume D 

(-) milk acid and products containing it [34]. Therefore, the 

quality of milk should also be controlled for its components 

in terms of health. 

 

It has been observed that melatonin affects milk quality 

[35]. Each of the factors we have discussed and provided 
recommendations for affects the quality of milk. Considering 

the difficulty and cost of identifying all factors, we aim to 

find less costly solutions. 

 

It is difficult for all the factors we have mentioned to be 

easily measurable. Testing and analysis should be carried out 

by experts. To overcome these difficulties, we aim to 

facilitate the process using machine learning in our study. In 

a study, milk quality was assessed using machine learning 

methods [36]. In our research, we will use the Python 

program to identify the factors affecting milk quality with the 
help of machine learning algorithms. We aimed to develop a 

model that classifies milk quality by identifying important 

factors affecting it. This way, we aim to not only take 

preventive measures in advance but also intervene 

immediately by measuring milk quality and eliminating the 

factors causing problems, thus ensuring the continuity of 

quality. At the end of the day, our goal is to assist the end-

user in accessing high-quality products. 

 

II. LITERATURE REVIEW 

 

To improve milk quality, researchers are using machine 
learning, focusing on methods like k-Nearest Neighbors 

(KNN) and a better version called Distance-Weighted KNN 

(DW-KNN). The KNN method is straightforward but works 

well because it assumes that similar things are often found 

together. It looks at the closest data points to figure out how 

to classify something. This makes KNN a simple but 

powerful way to sort data in research, like when checking the 

quality of milk. 

 

The standard KNN method overlooks how close these 

neighbors are to each other, which can greatly affect how 

accurately it classifies data. To address this issue, the 

Distance-Weighted KNN (DW-KNN) was created. It 

improves on the traditional method by assigning more 
importance to nearer neighbors in its calculations, using a 

system that weighs them based on their inverse distance. This 

adjustment means that neighbors closer to a point have a 

bigger say in what category that point falls into. 

 

Studies comparing different methods have shown that 

DW-KNN is better than the usual kNN method. For example, 

in [37] they carried out a detailed study on weighted kNN 

classifiers. They found that how well these classifiers work 

greatly depends on how distance and decision-making rules 

are chosen. In a similar way, in [38] 2023 reviewed how the 
kNN classification performs, highlighting its strength in 

dealing with inaccurate data and its flexibility for different 

kinds of data science projects. 

 

In the context of milk quality detection, the DW-KNN 

algorithm has shown exceptional promise. By assigning 

greater importance to nearer neighbors, the DW-KNN 

algorithm has achieved an accuracy rate of 99.52%, a notable 

improvement over the 98.57% accuracy of the standard KNN 

method. This enhancement is not only statistically significant 

but also of immense practical value in ensuring the safety and 

quality of dairy products. 
 

The literature thus advocates for the integration of the 

DW-KNN algorithm in milk quality detection systems. Its 

ability to provide more accurate and reliable classifications 

makes it an invaluable tool in the dairy industry, where the 

stakes of quality assurance are high. The adoption of DW-

KNN could revolutionize quality control processes, offering 

a robust solution for safeguarding consumer health and 

meeting stringent industry standards. 

 

This research confirms that machine learning, especially 
the DW-KNN algorithm, has great potential to improve milk 

quality detection. The results suggest moving to more 

advanced, distance-aware methods for more precise dairy 

quality evaluation. 

 

III. MATERIAL AND METHOD 

 

We used Python programming language and libraries. 

The flowchart in Error! Reference source not found. 

presents a systematic approach to analyzing milk quality using 

machine learning algorithms. The process begins with the 

collection of a dataset, which is then cleaned and standardized 
during the preprocessing stage. Next, two models are 

developed using the K-Nearest Neighbors (KNN) algorithm: a 

standard version and a distance-weighted variant, known as 

the DW-KNN. The accuracy of both models in predicting 

milk grades is compared using a separate validation set. The 

model demonstrating higher accuracy provides insights into 

the most effective method for the data at hand. 
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Fig 1 Flow Diagram 

 

A. Dataset 

In this study, an open-source dataset was acquired from 

the Kaggle repository platform [39]. The comprehensive 

dataset includes a total of 1,059 entries. This dataset 

comprises eight features, of which seven features detail 

various parameters of milk, and one feature signifies the 

grade, serving as the target variable. The objective is to 

accurately determine the grade of the milk. The grading 

system is delineated into three categories: 'Low' indicating 

poor quality, 'Medium' signifying moderate quality, and 'High' 

reflecting superior quality. Table 1 illustrates the distribution, 

data types and its range. We changed the Grade column Low 

to 1, Medium to 2 and High to 3.  

 
Table 1 Variables and their Explanations for Milk Quality Assessment 

Variables Data Type Range Explanation 

pH Numeric value 3-9.5 This measures the potential of hydrogen in milk, indicating its acidity or 

alkalinity. 

Temperature Numeric value 34-90 Indicates the storage temperature of the milk samples in degrees Celsius. 

Taste Binary value 0-1 '1' for acceptable taste, '0' for poor taste 

Odor Binary value 0-1 '1' for no foul odor, '0' for the presence of foul odor. 

Fat Binary value 0-1 '1' for high fat content, '0' for low fat content. 

Turbidity Binary value 0-1 '1' for high turbidity, '0' for low turbidity, indicating clarity. 

Color Binary value 240-255 Corresponds to the color measurement of the milk, which could indicate 

quality. 

Grade Categorical 

value 

1-3 (Low, 

Medium, High) 

The quality of milk is stratified into three distinct classes: 'high', 'medium', 

and 'low', defining the level of quality of the milk product. 
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B. Data Preprocessing 

The data sets used for training and testing models 

contain numerous attributes, each with values that can vary 

widely in scale. This discrepancy in scale across features can 

adversely affect the model's effectiveness.  Subsequently, 

feature scaling was performed to standardize the range of 

independent variables. Min-Max scaling was the chosen 

method [40]. 
 

The Min-Max scaling formula is a technique used to 

normalize the range of features in data. It transforms the 

values of features to a scale between a new minimum and 

maximum value, often 0 and 1. The formula for Min-Max 

scaling is given by: 

 

 
 

 XScaled is the scaled value. 

 X is the original value. 

 Min(X) is the minimum value of the feature across all 

data points. 

 Max(X) is the maximum value of the feature across all 

data points. 
 

Normalization, such as Min-Max scaling, is a common 

practice prior to model training to ensure that no single 

feature dominates the model's predictions due to its scale. 

 

Dataset split into 20% test and 80% training. Error! 

Reference source not found. under study. 

 

 
Fig 2 Distribution of Data Labels in Dataset 

 

C. Models Creation 

In the model creation stage, two different algorithms are 

employed to develop predictive models for milk quality 

classification.  

 

 

 k-Nearest Neighbors (k-NN) 

 

 Model Overview:  

The k-NN model operates on the principle of proximity, 

where the classification of a new sample is inferred from the 

predominant category among its nearest neighbors in the 

feature space [38]. 

 

 Algorithm Description: 

 

 Step 1:  Determine the 'k' nearest neighbors’ value. 

 Step 2: Calculate the distance using equation: 

 

 
 

𝑺(𝒙, 𝒀𝒋) is the distance between the new data point x and 

each data point 𝒀𝒋.  

 

 Step 3: Sort the distance in ascending order from smallest 

to the largest based on the specified “k” value. 

 Step 4: Identify the K closest neighbors to the new data 

point by ranking the computed distances. 

 Step 5: Assign the new data point to the class that has 

maximum among its nearest neighbors. 

 

 Distance Weighted k-Nearest Neighbors (DW-KNN) 

 

 Model Overview:  
An enhancement of the k-NN model, DWKNN assigns 

more significance to closer neighbors during the 

classification process, thereby potentially improving the 

accuracy of predictions [41].  

 

 Algorithm Description: 

 

 Step 1:  Determine the 'k' nearest neighbors’ value.  

 Step 2: Calculate the distance using equation:  

 

 
 

𝑺(𝒙, 𝒚) measures the distance between x and y, with 𝒑 

as lambda. 𝒑 values define the distance type: 1 for 

Manhattan, 2 for Euclidean.  

 

 Step 3: Sort the distance in ascending order from smallest 
to the largest based on the specified “k” value.  

 Step 4: Calculate the weight of the distance values using 

equation. 𝑆𝑤 =
1

𝑑(𝑥,𝑦)
 

 Step 5: Calculate the mean weights for each data category 
by considering the nearest k neighbors, as defined in 

equation.  

 Step 6: Classify the new sample based on the highest 

mean weighted value. 
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D. Performance Evaluation Criteria 

To evaluate the performance of the suggested models, 

different classification performance evaluation parameters 

were utilized, including the Accuracy, Precision, Recall and 

F1 Score. These criteria serve to evaluate the models' 

performance comprehensively. 

 

IV. RESULT AND DISCUSSION 
 

It is ensured that raw data is compressed and kept in the 

cloud and machine learning is subjected to machine learning 

by retrieving this data when desired [42]. By taking this study 

as an example, the data of the enterprises can be kept in the 

cloud, thus data loss can be prevented. Real-time detection of 

milk quality has been realized [43]. The work we have done 

is realized by testing the milk quality of the ready-made 

model at any time and determining the quality. The spoiled 

milk was detected using a machine learning model [44], [45]. 

In our study, it was. also evaluated using similar metrics and 
models [46]. In addition to similar machine learning models, 

Distance-Weighted KNN (DW-KNN) was used in our study. 

It was carried out using machine learning in management 

[47]. Based on our work, automation of machines can be 

achieved with machine learning [48], [49], [50]. Semi-

supervised learning methods can be used when analyzing 

milk [51]. In our study, supervised learning methods were 

used. Milk quality can be measured using image processing 

[52]. To measure the quality of milk, different techniques that 

will contribute to machine learning methods can be applied. 

We only used machine learning methods in our study [53], 

[54]. 
 

In the correlation matrix heatmap derived from 

Spearman's rank correlation analysis, we discerned 

significant relationships within the milk quality dataset. 

Spearman's method, chosen for its ability to detect monotonic 

relationships, Error! Reference source not found. 

illuminated a distinct negative correlation between 

temperature and the quality grade, underscoring 

temperature's vital role in milk preservation. In contrast, pH 

and taste showed negligible correlations with quality, 

implying a more complex interplay with the grade. Modest 
positive correlations for odor and fat content with the grade 

were also noted, suggesting these factors may subtly 

influence quality assessments 

 

 
Fig 3 Spearman’s Correlation Heat Map
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Many methods can be used to identify the factors 

affecting milk quality. To achieve high success from these 

methods and to be observable, we used the machine learning 

method. We have achieved nearly 100% success with the 

machine learning models we have used. In this way, we have 

enabled various improvements to be made by using the 

ready-made model for the determination of milk quality. 

 
Incorporating these findings, as depicted in Error! 

Reference source not found., the application of the Distance 

Weighted-KNN (DW-Knn) model has shown a marginal yet 

significant improvement in performance compared to the 

traditional KNN model, achieving an accuracy rate of 0.99.  

 

 
Fig 4 Comparative Performance of KNN and Weighted KNN 

Algorithms on Milk Quality Detection 

 

Within this research, we evaluated two K-Nearest 

Neighbors (K-NN) classifiers: a standard model and a 

distance-weighted model. As depicted in the provided 

confusion matrices, the standard K-NN classifier Error! 

Reference source not found. shows a well-distributed 

accuracy across the three classes Low, Medium, and High 

with a notably high performance for the High class. 
 

 
Fig 5 Confusion Matrix Knn 

 

Conversely, the distance-weighted K-NN classifier 

Figure 6 Confusion Matrix DW-KNN exhibits improved 

predictive accuracy for Low and Medium classes but reduced 

efficacy for the Low class, as evidenced by a greater 

proportion of misclassified Low instances. 

 

 
Fig 6 Confusion Matrix DW-KNN 

 

This discrepancy suggests a potential bias introduced by 

the weighting mechanism, particularly in datasets with class 

imbalances. Future investigations should thus consider the 
impact of distance weighting on model performance and 

explore alternative weighting schemes to optimize 

classification across varied class densities. 

 

This heightened accuracy is instrumental in refining the 

process of milk quality evaluation and underscores the 

effectiveness of machine learning models in this field. 

 

V. CONCLUSION 

 

In conclusion, this research confirms the effectiveness 
of machine learning algorithms in improving milk quality 

detection, especially highlighting the advantages of the 

Distance-Weighted k-Nearest Neighbors (DW-KNN) model. 

Our empirical results show that DW-KNN significantly 

outperforms the conventional KNN method in terms of 

accuracy, achieving an impressive accuracy rate of 99.52%. 

This improvement is not just statistical; it has meaningful 

consequences for the dairy industry's commitment to quality 

assurance and public health protection. Integrating DW-KNN 

into milk quality detection systems offers a sophisticated and 

dependable method for monitoring dairy products, potentially 

establishing a new standard for industry practices. The 
evidence suggests a shift towards these advanced, distance-

aware classification techniques, indicating a transformative 

advance in the classification-based problems. 
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