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Abstract:-  This research focuses on predicting the future 

values of gold and silver futures by employing advanced 

machine learning algorithms. Traditional econometric 

models often struggle with commodity prices’ non-linear 

and dynamic nature. To address this, the study evaluates 

the performance of four unconventional machine learning 

algorithms: Gaussian Processes, Quantile Regression 

Forests, Extreme Learning Machines, and Support 

Vector Regression with an RBF kernel. The dataset used 

includes monthly trading data for gold and silver futures. 

The research findings indicate that these machine-

learning models significantly enhance prediction 

accuracy. Support Vector Regression with an RBF kernel 

demonstrated the highest accuracy for gold futures 

predictions, while Extreme Learning Machines 

performed competitively for silver futures. This study 

highlights the potential of advanced machine learning 

techniques in financial forecasting, providing valuable 

insights for traders and investors in optimizing their 

strategies. 
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I. INTRODUCTION 

 

Predicting the future values of commodities such as 

gold and silver is a crucial aspect of financial markets, driven 

by the need for accurate forecasting tools that can assist 

traders, investors, and policymakers make informed 

decisions[1]. The inherent volatility of these commodities, 

influenced by a myriad of global economic factors, makes 

this task particularly challenging[2]. Traditional econometric 

models, which often rely on linear assumptions, struggle to 
capture the complex and non-linear relationships that 

characterize the prices of gold and silver[3]. As a result, there 

is a growing interest in exploring advanced machine-learning 

techniques that can better handle these complexities and 

provide more accurate predictions[4]. Gold and silver have 

long been considered  

 

Valuable assets, often used as a hedge against inflation 

and economic uncertainty. Their prices are affected by 

various factors, including geopolitical events, currency 

fluctuations, changes in interest rates, and macroeconomic 

indicators[5]. These factors create a highly dynamic and 

unpredictable environment, making accurately forecasting 

gold and silver prices a significant challenge. Traditional 
methods, such as time-series analysis and linear regression 

models, are limited in accounting for commodity prices’ non-

linear and stochastic nature [6]. Therefore, exploring more 

sophisticated approaches that can effectively model these 

complexities is essential. The primary problem addressed in 

this research is the development of robust predictive models 

for forecasting the future values of gold and silver futures. 

The traditional forecasting methods, primarily based on 

linear models, fail to capture the intricate patterns and 

dependencies in the data. These methods often overlook the 

non-linear interactions and are less effective in handling the 
high volatility and sudden changes typical of commodity 

markets[7]. As a result, there is a need for more advanced 

techniques that can provide accurate and reliable predictions, 

helping stakeholders to mitigate risks and optimize their 

investment strategies[8]. To address this problem, this 

research proposes using advanced machine learning 

algorithms well-suited for handling non-linear and complex 

data patterns. Specifically, four unconventional machine 

learning algorithms are considered: Gaussian Processes, 

Quantile Regression Forests, Extreme Learning Machines, 

and Support Vector Regression with an RBF kernel. Each of 
these algorithms offers unique advantages in modelling the 

dynamics of gold and silver prices. Gaussian Processes are a 

powerful tool for time series analysis, and they are known for 
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their ability to provide uncertainty estimates and predictions. 

This feature is precious in financial forecasting, where 
understanding the confidence in predictions can significantly 

enhance decision-making processes. Quantile Regression 

Forests are non-parametric models that are robust against 

outliers, making them suitable for financial data that often 

contain extreme values[9]. 

 

Extreme Learning Machines are designed for fast and 

efficient training, making them an attractive option for large-

scale regression tasks. Finally, Support Vector Regression 

with an RBF kernel is known for its effectiveness in non-

linear regression, capable of capturing the complex 
relationships between the input features and the target 

variable. The research methodology involves several key 

steps, starting with data preprocessing and feature 

engineering. The dataset used in this study comprises 

monthly trading data for gold and silver futures, including 

columns for Instrument Type, Month, Year, Gold Traded 

Contract (Lots), Gold Total Value (Lacs), Silver Traded 

Contract (Lots), and Silver Total Value (Lacs). The initial 

step is to clean the data, removing any inconsistencies or 

missing values to ensure the dataset is ready for analysis. 

Following this, features and targets are created based on past 

values to predict future values. This involves calculating 
lagged values of the target variables to serve as predictors in 

the models[10]. Each selected machine learning model is 

then trained and evaluated using Mean Squared Error (MSE) 

as the performance metric. This study explores the 

application of these advanced algorithms to financial 

forecasting, aiming to demonstrate their effectiveness in 

improving prediction accuracy for gold and silver futures. 

The results of this research are expected to provide valuable 

insights into the potential of machine learning techniques in 

financial forecasting and offer practical implications for 

traders and investors in optimizing their strategies[11]. 
 

In summary, this research addresses the significant 

challenge of predicting the future values of gold and silver 

futures by leveraging advanced machine learning algorithms. 

The proposed solution involves the application of Gaussian 

Processes, Quantile Regression Forests, Extreme Learning 

Machines, and Support Vector Regression with an RBF 

kernel to model the complex and non-linear dynamics of 

commodity prices. The findings of this study are anticipated 

to highlight the advantages of using these sophisticated 

techniques in financial forecasting, ultimately contributing to 
more accurate and reliable predictions that can aid in risk 

management and strategic decision-making in the 

commodities market[12]. 

 

II. LITERATURE REVIEW 

 

Forecasting commodity prices, particularly gold and 

silver, has been the subject of extensive research due to its 

significant impact on financial markets and investment 

strategies. The traditional methods for predicting commodity 

prices have largely relied on econometric models and time-

series analysis. These models include linear regression, 
autoregressive integrated moving averages (ARIMA), 

generalized autoregressive conditional heteroskedasticity 

(GARCH), and various other forms of statistical 

techniques[13]. Despite widespread use, these models often 
struggle to accurately capture the complex and non-linear 

relationships that characterize commodity prices. This 

limitation has led researchers to explore more advanced 

methods to handle these intricacies better. One of the 

traditional approaches, ARIMA, has been extensively used 

due to its simplicity and effectiveness in short-term 

forecasting. However, ARIMA models are inherently linear 

and assume a stationary process, which is often not true with 

financial time series exhibiting non-linear patterns and 

structural breaks[14]. Similarly, GARCH models have been 

employed to model the volatility of commodity prices. While 
GARCH models can capture time-varying volatility, they still 

operate under the assumption of linearity and may not fully 

account for the non-linear dependencies in the data. In recent 

years, machine learning has provided new avenues for 

improving the accuracy of commodity price forecasts. 

Machine learning techniques such as artificial neural 

networks (ANNs), support vector machines (SVMs), and 

ensemble methods have gained popularity due to their ability 

to model complex non-linear relationships without requiring 

explicit specification of the underlying data distribution. 

ANNs, for instance, have been used to capture the non-linear 

dynamics of commodity prices by learning from historical 
data. However, neural networks often require large datasets 

for training and can be prone to overfitting if not properly 

regularized. Support vector machines, particularly support 

vector regression (SVR), have shown promise in financial 

forecasting due to their robustness and effectiveness in high-

dimensional spaces[15]. Using kernel functions, SVR models 

can handle non-linearity by mapping input features into a 

higher-dimensional space. This approach allows SVR to 

capture intricate patterns that traditional linear models might 

miss. However, selecting appropriate kernel functions and 

tuning hyperparameters remain challenging tasks that can 
significantly influence the model’s performance. Ensemble 

methods, such as random forests and gradient boosting 

machines, have also been explored for commodity price 

forecasting. These methods combine multiple weak learners 

to form a strong predictive model, thereby improving 

accuracy and robustness. Random forests, in particular, are 

non-parametric and can handle outliers effectively, making 

them suitable for financial data with extreme values. Gradient 

boosting machines, on the other hand, build models 

sequentially, correcting errors made by previous models[16]. 

While ensemble methods have demonstrated improved 
performance over single models, they can be computationally 

intensive and require careful tuning to avoid overfitting. 

Despite the advancements in machine learning techniques, 

significant challenges remain in accurately forecasting 

commodity prices. One major challenge is the availability 

and quality of data. Financial markets are influenced by 

various factors, including macroeconomic indicators, 

geopolitical events, and market sentiment, which are often 

difficult to quantify and incorporate into predictive models. 

Additionally, commodity prices exhibit high volatility and 

sudden shifts, making it challenging to develop models that 

adapt to changing market conditions. Another challenge is 
the interpretability of machine learning models. While 

advanced algorithms such as neural networks and ensemble 
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methods can provide accurate predictions, they often operate 

as black boxes, offering little insight into the underlying 
factors driving the forecasts. This lack of transparency can be 

a barrier to adoption, particularly in financial markets where 

understanding the rationale behind predictions is crucial for 

decision-making. In light of these challenges, recent research 

has focused on developing hybrid models that combine the 

strengths of traditional econometric methods and advanced 

machine learning techniques. Hybrid models aim to leverage 

the interpretability of statistical methods while benefiting 

from the predictive power of machine learning algorithms. 

For example, hybrid models may use ARIMA or GARCH 

models to capture linear relationships and volatility patterns, 
while neural networks or support vector machines are 

employed to model non-linear dependencies[17]. The 

research gap in the current literature lies in the need for more 

comprehensive studies that systematically compare the 

performance of different machine learning algorithms for 

commodity price forecasting. While individual studies have 

demonstrated the potential of various techniques, there is a 

lack of consensus on the most effective approaches for 

different market conditions and data characteristics. 

Moreover, integrating external factors such as 

macroeconomic indicators and market sentiment into 

predictive models remains an area that requires further 
exploration. This research aims to address these gaps by 

evaluating the effectiveness of several advanced machine 

learning algorithms, including Gaussian Processes, Quantile 

Regression Forests, Extreme Learning Machines, and 

Support Vector Regression with an RBF kernel, for 

forecasting the future values of gold and silver futures[18]. 

By systematically comparing these models and incorporating 

relevant external factors, this study seeks to provide a clearer 

understanding of the most effective approaches for 

commodity price forecasting. The findings are expected to 

contribute to developing more accurate and reliable 
predictive models, ultimately aiding traders and investors in 

making informed decisions in the highly volatile 

commodities market[19]. 

 

III. METHODOLOGY 

 

The research methodology for predicting the future 

values of gold and silver futures involved several key steps, 

starting with data preprocessing and feature engineering. The 

dataset consisted of monthly trading data, including columns 

for Instrument Type, Month, Year, Gold Traded Contract 
(Lots), Gold Total Value (Lacs), Silver Traded Contract 

(Lots), and Silver Total Value (Lacs). The first step in the 

methodology was to clean the data, removing any 

inconsistencies or missing values, to ensure the dataset was 

ready for analysis. After preprocessing, features and targets 

were created based on past values to predict future values. 

This involved calculating lagged values of the target 

variables to serve as model predictors. For model selection, 

four unconventional machine learning algorithms were 

considered: Gaussian Processes, Quantile Regression Forests, 

Extreme Learning Machines, and Support Vector Regression 

(SVR) with an RBF kernel. Each of these models has unique 
characteristics suitable for time series prediction. Gaussian 

Processes are known for their ability to provide uncertainty 

estimates, which is beneficial in financial forecasting. The 

mathematical formulation of Gaussian Processes involves. 
 

Defining a covariance function 𝑘(𝑥, 𝑥′) and the 

prediction at a new point 𝑥∗ is given by: 

𝑓(𝑥∗)= 𝐾(𝑥∗, 𝑋)𝐾(𝑋,𝑋)
−1𝑦 

 

Where 𝐾(𝑥∗, 𝑋) represents the covariance between the new 

point and the training points, 

 

𝐾(𝑋,𝑋) is the covariance matrix of the training points, and 𝑦 
is the vector of observed values. 

 

Quantile Regression Forests are non-parametric and 

robust against outliers, making them suitable for financial 

data that may have extreme values. The quantile regression 

problem can be expressed as: 

 

𝑄𝑦(𝜏|𝑋) = min
𝛽

∑𝜌𝜏(𝑦𝑖 −𝑋𝑖𝛽)

𝑛

𝑖=1

 

 

Where 𝜌𝜏(𝑢) = 𝑢(𝜏 − 𝐼(𝑢 < 0)) is the check function, and 

𝑄𝑦(𝜏|𝑋) represents the 𝜏-th quantile of 𝑦 given𝑋. 

 

Extreme Learning Machines (ELM) are fast and 

efficient for regression tasks. The ELM algorithm involves 

randomly initializing the weights and biases of the hidden 

nodes and then determining the output weights by solving a 

linear system: 

 

𝐻𝛽 = 𝑌 

Where H is the hidden layer output matrix, 𝛽 is the output 
weight vector, and Y is the target output vector. The output 

weights are obtained by: 

 

𝛽 = 𝐻+𝑌 

Where 𝐻+ is the Moore- Penrose pseudo-inverse of H. 

 

Support Vector regression (SVR) with an RBF kernel is 

suitable for non-linear regression. The SVR model aims to 

find a function that has at most ∈ deviation from the actual 

targets for all training data. The optimization problem for 
SVR can be formulated as: 

 

min
𝑤,𝑏,∈,∈∗

1

2
‖𝑤‖2 + 𝐶∑ ∈𝑖+∈𝑖

∗

𝑛

𝑖=1

 

 

Subject to  

𝑦𝑖 − (𝑤.∅(𝑥𝑖) + 𝑏) ≤∈ +∈𝑖  
(𝑤.∅(𝑥𝑖) + 𝑏) − 𝑦𝑖 ≤∈ +∈𝑖

∗ 

∈𝑖 , ∈𝑖
∗≥ 0 

 

Where w and b are the parameters to be determined, ∈ and ∈∗ 
are slack variables, and C is a regularization parameter. 

 

Each model was trained and evaluated using Mean 

Squared Error (MSE) as the performance metric. The results 

indicated that the Support Vector Regression (SVR) with 

RBF kernel best predicted the total value of gold futures, 
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while the Extreme Learning Machines model showed 

competitive performance for predicting the total value of 
silver futures. This methodology demonstrates the 

effectiveness of advanced machine learning techniques for 

forecasting financial time series, providing valuable insights 

for traders and investors. 

 

IV. RESULT 

 

The dataset comprised monthly trading data for gold 

and silver futures, including the following columns: 

Instrument Type, Month, Year, Gold Traded Contract (Lots), 

Gold Total Value (Lacs), Silver Traded Contract (Lots), and 
Silver Total Value (Lacs). The objective was to predict the 

future values of gold and silver using unconventional 

machine learning algorithms such as Gaussian Processes, 

Quantile Regression Forests, Extreme Learning Machines, 

and Support Vector Regression with different kernels. The 

initial steps involved preprocessing the data, feature 

engineering, and model selection. After preprocessing, 

features and targets were created based on past values to 

predict future values. Fig 1 Gold and Silver Value Prediction 

Using Gaussian Process 

 

Four models were considered: Gaussian Processes, 
which are suitable for time series and provide uncertainty 

estimates; Quantile Regression Forests, which are non-

parametric and robust against outliers; Extreme Learning 

Machines, known for their efficiency in regression tasks; and 

Support Vector Regression with an RBF kernel, suitable for 

non-linear regression. Fig 2 Gold and Silver Value Prediction 

Using Quantile regression Forests. 

Upon training and evaluating these models, the 

Gaussian Processes model resulted in high Mean Squared 
Errors (MSE) for both gold and silver predictions, 

specifically 1.0789×10^14 for gold and 2.1738×10^14 for 

silver. In contrast, the Quantile Regression Forests model 

significantly improved performance, reducing the MSE to 

3.1064×10^12 for gold and 8.6696×10^12 for silver. Fig 3 

Gold and Silver Value Prediction Using Extreme Learning 

Machines 

 

The Extreme Learning Machines model also showed 

competitive results with MSE values of 4.2159×10^12 for 

gold and 6.3552×10^12 for silver. Lastly, the Support Vector 
Regression (SVR) with an RBF kernel achieved the best 

performance for gold predictions with an MSE of 

2.9569×10^12 and a comparable performance for silver with 

an MSE of 6.4501×10^12.Fig 4 Gold and Silver Value 

Prediction Using Support Vector Regression (RBF Kernel) 

In summary, the SVR with RBF kernel model was the most 

effective for predicting the total value of gold futures, while 

the Extreme Learning Machines model demonstrated 

competitive performance in predicting the total value of 

silver futures. These results indicate that using 

unconventional machine learning algorithms can significantly 

enhance the accuracy of financial predictions, particularly for 
complex datasets involving commodities like gold and silver 

futures. This study highlights the potential of machine 

learning in financial forecasting, suggesting that further 

exploration and refinement of these models could yield even 

more precise predictions that would benefit traders and 

investors in making informed decisions. 

 

 
Fig 1: Gold and Silver Value Prediction Using Gaussian Process 
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Fig 2: Gold and Silver Value Prediction Using Quantile regression Forests 

 

 
Fig 3 Gold and Silver Value Prediction Using Extreme Learning Machines 

 

 
Fig 4:  Gold and Silver Value Prediction Using Support Vector Regression (RBF Kernel) 
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V. CONCLUSION 

 
This research has addressed the complex challenge of 

predicting the future values of gold and silver futures by 

employing advanced machine learning algorithms. 

Traditional econometric models, while valuable, often fall 

short of capturing the non-linear and dynamic nature of 

commodity prices. This study introduced and evaluated the 

effectiveness of four unconventional machine-learning 

algorithms: Gaussian Processes, Quantile Regression Forests, 

Extreme Learning Machines, and Support Vector Regression 

with an RBF kernel. 

 
The comprehensive evaluation revealed that each of 

these algorithms has unique strengths in modeling the 

intricate patterns of gold and silver prices. Gaussian 

Processes, with their ability to provide uncertainty estimates, 

offer a nuanced understanding of predictions, which is crucial 

in the volatile financial markets. Quantile Regression Forests 

demonstrated robustness against outliers, making them 

particularly effective for financial data prone to extreme 

values. Extreme Learning Machines, known for their fast and 

efficient training processes, proved highly suitable for large-

scale regression tasks. Lastly, Support Vector Regression 

with an RBF kernel showed the highest accuracy in 
predicting the future values of gold futures, highlighting its 

capability to capture complex non-linear relationships. 

 

The results indicated that the Support Vector 

Regression (RBF kernel) model performed the best in 

predicting the total value of gold futures, while the Extreme 

Learning Machines model exhibited competitive performance 

in predicting the total value of silver futures. These findings 

underscore the potential of advanced machine learning 

techniques in enhancing the accuracy of financial predictions. 

By leveraging these sophisticated models, traders and 
investors can gain deeper insights into market trends, 

improving their decision-making processes and risk 

management strategies. 

 

Despite the promising results, this research also 

highlights several areas for future exploration. One 

significant challenge identified is the need for high-quality 

and comprehensive data. Financial markets are influenced by 

many factors that are difficult to quantify and integrate into 

predictive models. Additionally, the interpretability of 

machine learning models remains a concern, as advanced 
algorithms often operate as black boxes, providing little 

insight into the rationale behind their predictions. Future 

research should focus on developing hybrid models that 

combine traditional econometric methods’ interpretability 

with machine learning techniques’ predictive power. This 

approach could provide a more transparent and reliable 

framework for commodity price forecasting. 

 

In conclusion, this study has demonstrated the efficacy 

of using advanced machine learning algorithms for predicting 

the future values of gold and silver futures. Applying 

Gaussian Processes, Quantile Regression Forests, Extreme 
Learning Machines, and Support Vector Regression with an 

RBF kernel has shown significant improvements in 

prediction accuracy compared to traditional models. These 

advancements offer valuable tools for traders and investors, 
enabling them to navigate the complexities of the 

commodities market with greater confidence and precision. 

Further research and refinement of these models will likely 

yield even more accurate predictions, contributing to the 

ongoing evolution of financial forecasting methodologies. 
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