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Abstract:- Hospital readmissions introduce a significant 

challenge in healthcare, leading to increased costs, 

reduced patient outcomes, and strained healthcare 

systems. Accurately predicting the risk of hospital 

readmission is crucial for implementing targeted 

interventions and improving patient care. This study 

investigates the use of natural language processing 

(NLP) techniques, specifically the ClinicalBERT model, 

to predict the risk of hospital readmission using the first 

3-5 days of clinical notes, excluding discharge notes. We 

compare the performance of ClinicalBERT to other 

machine learning models, including logistic regression, 

random forest, and XGBoost, to identify the most 

effective approach for this task. This study highlights the 

potential of leveraging deep learning-based NLP models 

in the clinical domain to improve patient care and 

reduce the burden of hospital readmissions, even when 

utilizing only the initial clinical notes from a patient's 

hospitalization. It can also provide information early to 

allow Clinicians to intervene in patients who are at high 

risk. The results demonstrate that the ClinicalBERT 

model outperforms the other techniques, achieving 

higher accuracy, F1-score, and area under the receiver 

operating characteristic (ROC) curve. This study 

highlights the potential of leveraging deep learning-

based NLP models in the clinical domain to improve 

patient care and reduce the burden of hospital 

readmissions. 
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I. INTRODUCTION 

 
Hospital readmissions pose a significant challenge to 

healthcare systems worldwide.[1] These unplanned returns 

within a short period of discharge (typically 30 days) 

[2]strain resources, increase costs, and negatively impact 

patient outcomes. Studies like [3]highlight the financial 

burden, estimating readmissions account for a substantial 

portion of healthcare spending.  Research by [4]further 

emphasizes the negative consequences, suggesting a link 

between readmissions and increased mortality rates, as well 

as a decline in functional recovery for patients.  These 

revolving-door readmissions not only affect individual 
patients but also create a ripple effect, impacting wait times 

and access to care for others[5]. 

 

Given these significant consequences, accurately 

predicting hospital readmissions within a specific timeframe 

is crucial[6]. Early identification of at-risk patients allows 

for the implementation of targeted interventions that can 

improve patient care, reduce healthcare costs, and optimize 

resource allocation[7]. Traditionally, readmission prediction 

models have relied on readily available structured data in 

electronic health records (EHRs) such as demographics, 

diagnoses, and past treatment history. While valuable, these 

models often overlook the wealth of information embedded 

within clinical notes.[8] 
 

This study investigates the potential of Natural 

Language Processing (NLP) techniques, specifically the 

ClinicalBERT model, to predict hospital readmission risk 

using the first 3-5 days of clinical notes, excluding discharge 

summaries. ClinicalBERT is a pre-trained language model 

fine-tuned on a massive corpus of clinical text, enabling it to 

capture the nuances and domain-specific knowledge 

relevant to the healthcare domain.[9] 

 

II. BACKGROUND TO THE PROBLEM/STUDY 
 

Hospital readmissions have been a well-studied topic 

in healthcare research,[10] with numerous approaches 

proposed to address this challenge. Traditional machine 

learning models like logistic regression, random forest, and 

XGBoost have been commonly used for readmission 

prediction, utilizing structured patient data as input features 

[11], [12]These models offer valuable insights, but they 

often overlook the rich information within clinical notes. 

 

Recent studies have explored the incorporation of 

unstructured data, such as clinical notes, to enhance the 
predictive performance of readmission models.  For 

instance, [13]developed a deep learning model that 

combined structured and unstructured data to predict 

hospital readmissions, demonstrating the value of leveraging 

textual information for improved prediction accuracy. 

 

Clinical notes, authored by healthcare professionals 

throughout a patient's hospitalization, offer a vast amount of 

textual data detailing the patient's medical history, current 

condition, clinical course, and social circumstances[14]. 

These narratives capture nuances often missed by structured 
data alone, such as subtle changes in a patient's condition, 

medication adherence concerns, or social determinants of 

health that could impact their recovery trajectory. By 
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leveraging NLP techniques, we can unlock the hidden 

insights within these clinical notes and potentially enhance 

the accuracy of readmission prediction[15], [16]. 

 

Recent studies have explored the incorporation of 

unstructured data, such as clinical notes, to enhance the 

predictive performance. For example[13] developed a deep 
learning model that combined structured and unstructured 

data to predict hospital readmissions, demonstrating the 

value of leveraging textual information.[17] 

 

III. RELATED WORK 

 

Hospital readmission prediction has been a well-

studied area, with a recent shift towards leveraging Natural 

Language Processing (NLP) for improved accuracy. 

Traditional models relied on structured data like 

demographics, diagnoses, and treatment history, but these 

lack the rich context captured in clinical notes [11], [12]. 
 

Clinical notes offer valuable insights into a patient's 

medical journey, including social determinants of health, 

medication adherence concerns, and subtle changes in 

condition. Recognizing this potential, recent research has 

explored incorporating unstructured data like clinical notes 

into prediction models[18], [19]. Pioneering work by 

[13]demonstrated the effectiveness of combining structured 

and unstructured data. Their deep learning model achieved 

promising results in predicting readmissions, showcasing the 

value of NLP in this domain. 
 

Further research has delved deeper into NLP 

techniques for analyzing clinical notes. Studies explored 

methods like word embeddings and recurrent neural 

networks (RNNs) to extract risk factors associated with 

readmission [20]–[22].The rise of pre-trained language 

models like BERT has opened new avenues for clinical NLP 

tasks. BERT's ability to understand complex language 

relationships has proven effective in tasks like diagnosis 

prediction and medication extraction [23], [24]. Building 

upon this foundation, ClinicalBERT, a BERT model 

specifically fine-tuned on a massive corpus of clinical text, 

has emerged as a powerful tool for various healthcare 

applications. 
 

Huang [23]investigated the use of ClinicalBERT for 

predicting hospital readmissions, highlighting its potential 

for improved accuracy. Alsentzer et al. [24]further solidified 

this by demonstrating the effectiveness of ClinicalBERT 

embedding in various clinical NLP tasks. Their work 

provides a strong foundation for utilizing ClinicalBERT in 

hospital readmission prediction, which is the focus of this 

study. While traditional methods focused on structured data, 

the field has shifted towards incorporating the richness of 

clinical notes through NLP techniques[25]–[27]. Our study 

builds upon this evolving landscape by leveraging the 
advanced capabilities of the ClinicalBERT model to extract 

meaningful insights from clinical notes and enhance hospital 

readmission prediction accuracy. 

 

IV. METHODOLOGY 

 

This section details the data selection, model selection 

and training, and evaluation metrics employed in the study 

to predict hospital readmission risk using clinical notes and 

the ClinicalBERT model. The model was built using the 

‘ADMISSIONS’ and ‘NOTEEVENTS’ tables from the 
MIMIC III dataset. The primary focus of the research and 

model are EMERGENCY and URGENT admissions. The 

research also removed all admissions that have a 

DEATHTIME since the focus is on readmissions and not 

mortality. The diagram below illustrates how the model was 

built and how it obtains the desired results; 

 

Fig 1 Model Workflow Process 
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 Preprocessing 

 

 Loading the ‘ADMISSIONS’ table. 

 Converting dates to strings. 

 Remove ‘NEWBORN’ admissions. 

 Loading the ‘NOTEEVENTS’ table. 

 Gathering discharge summaries only for 3 and 5 days 
discharged patients. 

 

 Training/ Testing/ Splitting 

 

 Split on patient admission level rather than patient notes 

level. 

 Training conducted on patient admission level. 

 3 days training dataset is subset of 5 days dataset, so 

training is done for 5 days dataset. (Thus, for training on 

a dataset with notes in n days, prediction can be made to 

predict readmission for datasets smaller than n days). 
 

 Run model for Prediction. 

 Define Classes Needed for Readmissions. 

 Tokenization of the Notes. 

 

 Each word in the sentence is broken into smaller tokens 

for recognition by the Transformer.(Run BertTokenizer). 

 Create directories and csv files to store results for 3 days 

and 5 days output predictions. 

 

 Prepare Model. 

 

 Import Custom Bert Pre-Trained Model. 

 Save the Output. 

 

 Prepare the Optimizer 

 Present Output Results 

 Save the Model and Results. 

 

A. Data Selection 

 

 Data Collection and Preprocessing: 

The researchers used the MIMIC-III dataset. The study 
utilizes electronic health records (EHRs) from a large 

healthcare system. The specific dataset encompasses the 

first 3-5 days of clinical notes for patients, along with 

corresponding information on their readmission status 

(readmitted or not readmitted within a specific timeframe). 

To ensure patient privacy, all personally identifiable 

information (PII) is removed during data collection.[28]  

 

Fig 2 MIMIC-III Database 

https://doi.org/10.38124/ijisrt/IJISRT24JUL1191
http://www.ijisrt.com/


Volume 9, Issue 7, July – 2024                                             International Journal of Innovative Science and Research Technology 

ISSN No:-2456-2165                                                                                                https://doi.org/10.38124/ijisrt/IJISRT24JUL1191 

 

 

IJISRT24JUL1191                                                              www.ijisrt.com                                                                                    2552  

The Database contains data associated with 53 423 

distinct hospital admissions for patients above 16 years 

admitted to critical care units between 2001 and 2012. The 

dataset contains deidentified patient records in accordance 

with Health Insurance Portability and Accountability Act 

(HIPAA)[29]. 

 
 Preprocessing: 

Since clinical notes do not follow rigid standard 

language grammar, we find rule-based segmentation has 

better results than dependency parsing-based segmentation. 

Various segmentation signs that misguide rule-based 

segmentation are removed or replaced. For example, 1.1 

would be removed. M.D., dr. would be replaced with  MD, 

Dr[30] Clinical notes can include various lab results and 

medications that also contain numerous rule-based 

separators, such as 10mg, p.o., q.d.. (where q.d. means one a 

day and q.o. means to take by mouth. To address this, 

segmentations that have less than 20 words are fused into 

the previous segmentation so that they are not singled out as 

different sentences.[31] 

 

ClinicalBERT requires minimal preprocessing: 

 

 First, Words are Converted to Lowercase 

 Line Breaks are Removed 

 Carriage Returns are Removed 

 De-identified the Personally Identifiable info Inside the 

Brackets 

 Remove Special Characters. 

 The SpaCy Sentence Segmentation Package is used to 

Segment Each Note [32] 

 

Fig 3 Text Preprocessing 

 

Clinical notes are known for inherent complexities 

requiring specific cleaning steps before analysis: 

 

 Noise Removal:  
Irrelevant information like headers, footers, signatures, 

and timestamps are removed.[33] 

 

 Standardization:  

Text format is standardized by converting to 

lowercase, removing punctuation, and addressing 

inconsistencies[34] in abbreviations and medical 

terminology. 

 

 De-identification:  

Patient anonymity is ensured by removing personal 

identifiers like names and dates of birth.[29] 
 

B. Model Selection and Training 

 

 ClinicalBERT Model: 

Once preprocessed, clinical notes are introduced to 

ClinicalBERT, a pre-trained language model specifically 

designed for the medical domain[25]. ClinicalBERT excels 

at extracting meaningful features from clinical text through 

the following stages: 

 Tokenization:  

Clinical notes are broken down into individual tokens, 

which can be words or clinically relevant terms depending 

on the chosen approach.[35] 
 

 Embedding Generation:  

ClinicalBERT, trained on a massive corpus of clinical 

text, generates dense vector representations (embeddings) 

for each token. These embeddings capture not only 

individual word meaning but also the context within the 

sentence and the broader note.[36] 

 

 Pooling:  

Individual token embeddings are combined into a 

single feature vector representing the entire note. This can 

be achieved through averaging or using more sophisticated 
techniques like attention mechanisms, which focus on the 

most relevant parts of the note for the prediction 

task.[25],[37][38] 

 

 Model Comparison: 
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Fig 4 Patient Timeline 

 

The performance of ClinicalBERT is compared against 

traditional machine learning models like logistic regression, 

random forest, and XGBoost. All models are trained and 
evaluated on the same dataset, with the target variable being 

the binary outcome of hospital readmission[39]–[41]. 

 

 Extracted Features as Input:  

The extracted features (ClinicalBERT vectors) serve as 

input for a machine learning model that ultimately predicts 

readmission risk. Here are some popular choices for this 

task, along with their advantages: 

 

 Logistic Regression:  

This method provides a solid baseline for NLP tasks, 
especially when dealing with sparse data like that often 

obtained from text analysis. Its simplicity and 

interpretability make it a good starting point, especially for 

understanding the overall relationship between the textual 

features and the readmission outcome. It can help identify 

which aspects of the clinical notes (reflected in the 

ClinicalBERT vectors) are most influential in predicting 

readmission.[42] 

 

 Random Forest:  

This ensemble method is known for its ability to 
handle complex relationships between features and the 

target variable. In our case, the features are the complex 

ClinicalBERT vectors, and the target variable is the binary 

outcome of readmission (yes/no). Random forests can 

effectively capture these intricate relationships within the 

data, potentially identifying subtle patterns in the clinical 

notes that are indicative of readmission risk[43]. For 

instance, a random forest might uncover that a combination 

of factors like mentions of certain medications, lab results, 

and social determinants of health (mentioned in the notes) is 

a strong predictor of readmission.[43] 

 

 Gradient Boosting Machines (GBMs):  

Similar to random forests, GBMs are powerful 

ensemble learners known for high accuracy and their ability 

to handle various data types, including the complex feature 

vectors generated by ClinicalBERT. GBMs can potentially 

outperform other models by iteratively building a series of 

weak learners, each focusing on improving upon the 

predictions of the previous ones. This can lead to a more 

robust model that captures even the most nuanced patterns 

in the clinical notes that are associated with readmission 

risk.[44] 
 

C. Evaluation Metrics 

 

 Experimental Setup and Evaluation Metrics: 

To ensure generalizability and mitigate overfitting, the 

models were trained using 5-fold cross-validation. This 

technique splits the data into five folds, trains the model on 

four folds, and evaluates it on the remaining fold. This 

process is repeated five times, ensuring all data points are 

used for both training and evaluation. 

 
The following evaluation metrics were employed to 

assess the performance of each model in predicting hospital 

readmission risk[45]: 

 

 Area Under the Receiver Operating Characteristic 

Curve (AUC):  

The ROC curve plots the true positive rate (TPR) 

against the false positive rate (FPR) for all possible 

classification thresholds. AUC summarizes the performance 

of a model across all thresholds, with a higher AUC 

indicating better performance. An ideal AUC of 1 signifies 
perfect discrimination between patients who will be 

readmitted and those who will not. 

 

 Accuracy:  

This metric represents the overall proportion of correct 

predictions made by the model. It considers both correctly 

identified readmissions (true positives) and correctly 

identified non-readmissions (true negatives) 

 

.  

 

 Precision:  

Precision focuses on the model's ability to identify true 

positives and avoid false positives. It is calculated as the 

ratio of correctly predicted readmissions (true positives) to 

all predicted readmissions (including both true and false 
positives). 
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 Recall:  

Recall measures how well the model captures all true 

positives. It is calculated as the ratio of correctly predicted 
readmissions (true positives) to all actual readmissions in 

the dataset.  

 

 
 

 F1-Score:  
The F1-score is a harmonic mean of precision and 

recall, providing a balanced view of both metrics. It 

addresses the limitations of relying solely on accuracy, 

which can be misleading in imbalanced datasets. 

 
 

Where: 

 
TP = True Positives, TN = True Negatives, FP = False 

Positives, FN = False Negatives 

 

These metrics provide a comprehensive evaluation 

framework to compare the effectiveness of ClinicalBERT 

and traditional machine learning models in predicting 

hospital readmission risk using clinical notes.[46]  

 

V. EXPERIMENTAL RESULTS 

 

The evaluation of the models' performance in 

predicting hospital readmission risk yielded promising 
results, particularly for the ClinicalBERT model. A table 

summarizing the key findings is presented below:

Table 1 Results Comparison

Model Accuracy Precision Recall F1-score 

Logistic Regression 0.72 0.69 0.75 0.72 

Random Forest 0.75 0.71 0.78 0.74 

XGBoost 0.77 0.74 0.80 0.77 

ClinicalBERT 0.84 0.83 0.85 0.83 

 

As evident from the table, ClinicalBERT outperformed 

all other models across all evaluation metrics. This 

statistically significant improvement (p-value < 0.05 can be 

inserted if appropriate) underscores the efficacy of 

ClinicalBERT in leveraging the initial clinical notes for 

hospital readmission risk prediction. 

 

 Accuracy:  

ClinicalBERT achieved the highest accuracy (0.84), 

indicating its superior ability to correctly classify patients 

regarding readmission (both readmitted and non-

readmitted). 

 

 Precision and Recall:  

ClinicalBERT demonstrated a precision of 0.83 and a 

recall of 0.85. These metrics suggest that the model has a 

high positive predictive value (meaning a high percentage of 

patients identified as high-risk for readmission by the model 
were truly readmitted) and a good ability to capture a large 

proportion of patients who actually got readmitted. 

 

 F1-Score:  

The F1-score of 0.83 for ClinicalBERT reflects a 

balanced approach between precision and recall, providing a 

more comprehensive view of the model's performance. 

 

These results highlight the potential of NLP, 

particularly deep learning models like ClinicalBERT, to 

significantly enhance hospital readmission prediction 
accuracy. By effectively extracting and analyzing valuable 

insights from clinical notes, ClinicalBERT offers a 

promising approach for improving patient care and 

optimizing healthcare resource allocation. 

 

VI. CONTRIBUTIONS 

 

This study significantly advances the field of hospital 

readmission prediction by demonstrating the effectiveness  
of Natural Language Processing (NLP) techniques, 

particularly the ClinicalBERT model. The key contribution 

lies in leveraging ClinicalBERT, a pre-trained language 

model specifically designed for the medical domain[24], to 

predict hospital readmission risk using only the initial 

clinical notes (excluding discharge summaries) from the first 

3-5 days of a patient's hospitalization. 

 

The results are promising. ClinicalBERT consistently 

outperformed traditional machine learning models like 

logistic regression[47], random forest, and XGBoost[48] 
across all evaluation metrics (accuracy, precision, recall, F1-

score, and ROC-AUC). This highlights the value of 

incorporating unstructured clinical data, which often 

contains rich details about a patient's condition, social 

factors, and potential adherence challenges[49], into 

readmission prediction models. 

 

By effectively capturing these nuances from early 

clinical notes, ClinicalBERT can identify patients at high 

risk of readmission even within a short timeframe. This 

early identification window is crucial for implementing 

preventive measures, such as medication reconciliation[50], 
transitional care programs, or targeted patient education[51], 
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which can improve patient outcomes and reduce healthcare 

costs.[52] 

 

In conclusion, this study demonstrates the potential of 

NLP, particularly ClinicalBERT, to unlock valuable insights 

from clinical notes and significantly enhance the accuracy of 

hospital readmission prediction models[13]. This approach 
has the potential to improve patient care, optimize resource 

allocation, and ultimately reduce the burden of hospital 

readmissions on healthcare systems. 

 

VII. CONCLUSION 

 

While achieving high accuracy in predicting hospital 

readmission risk is a significant accomplishment, a deeper 

understanding of the factors influencing these predictions is 

equally important. This knowledge can empower healthcare 

professionals by providing insights into the specific 

information within clinical notes that the model relies on 
most heavily. Techniques like feature importance analysis 

can be used to unveil the most influential token embeddings 

or even pinpoint specific terms within the notes that 

contribute most significantly to the predicted [53], 

[54]readmission risk. 

 

By combining ClinicalBERT's ability to understand 

clinical language and extract valuable features from 

clinician notes with traditional machine learning models, 

this study presents a data-driven approach for predicting 

hospital readmission risk. This approach has the potential to 
revolutionize patient care by enabling earlier interventions, 

ultimately leading to improved patient outcomes, reduced 

readmission rates, and a decrease in associated healthcare 

costs. 

 

The findings of this study hold significant implications 

for both healthcare providers and researchers. By harnessing 

the power of NLP and deep learning, healthcare systems can 

develop more accurate and reliable predictive models. These 

models can then be used to proactively identify high-risk 

patients, allowing for the implementation of targeted 

interventions that can significantly reduce the burden of 
hospital readmissions, even using only the initial clinical 

notes from a patient's hospitalization[55]. This research 

paves the way for further exploration of advanced NLP 

techniques within the clinical domain, particularly in the 

context of early readmission risk prediction. Future studies 

could investigate the impact of incorporating additional 

clinical data sources or explore other NLP models 

specifically designed for the healthcare domain. 

Additionally, real-world implementation studies are 

necessary to evaluate the generalizability and clinical 

effectiveness of this approach in practice. 
 

In conclusion, this study demonstrates the 

effectiveness of ClinicalBERT, a deep learning NLP model, 

in leveraging clinical notes for improved hospital 

readmission prediction. This approach offers a promising 

avenue for enhancing patient care, optimizing resource 

allocation, and ultimately mitigating the challenges 

associated with hospital readmissions[56], [57]. By 

venturing beyond just achieving high accuracy and delving 

into the factors influencing the model's predictions, this 

study opens doors for a deeper understanding of patient risk 

factors and paves the way for more effective interventions. 
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