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Abstract:- Ai-based assessment scrutiny is the most 

convenient and precise method to eliminate the repetitive 

task of answer grading; consisting of text extraction 

methodologies and using Deep Learning Architecture to 

evaluate with reference to the correct answer and 

Question provided. In the landscape of educational 

assessment, the traditional methods of answer evaluation 

face challenges in adapting to the dynamic and evolving 

nature of learning. This paper proposes a complete end-

to-end answer-grading architecture that can be deployed 

to provide an interface for a fully automated- Deep-

learning answer-grading mechanism. 

 

This research introduces a groundbreaking 

approach to address these challenges, presenting a 

solution that seamlessly integrates advanced text 

extraction and deep learning architectures. Our 

objective is to achieve unparalleled precision in answer 

evaluation, setting a new standard in the field. Our 

method involves the extraction of audio files, precise text 

extraction from audio, and a Deep Neural Networks 

DNN-based model for answer evaluation, based on a 

database that provides the correct answer and relevant 

data is fetched. Proposing a reliable, accurate, easy-to-

deploy best-in-class technology to eradicate manual 

repetitive tasks. 

 

Providing a very user-friendly interface to the 

student, and a dynamic backend to monitor results along 

with the high level of precision. These AI-based 

evaluation methods can be used in numerous places in 

the evolving Education industry providing students with 

a convenient interface and automation. The objective is 

to elevate the precision and adaptability of answer 

assessment methodologies in the dynamic landscape of 

modern education. The educational landscape continues 

to evolve, our research not only addresses current 

challenges but also lays the groundwork for future 

advancements in the field of educational assessment, 

promising a new era of precision and adaptability. 

 

This paper includes text extraction from 

architecture-based Convolutional Neural Networks 

(CNN), Recurrent Neural Networks (RNN), and 

transformers like an encoder-decoder transformer 

(whisper). 

 

Keywords:- Audio Evaluation, Text Extraction, Deep 

Learning, Grading Answer, Whisper, PALM2, Flask. 

 

I. INTRODUCTION 

 

In today's scenario, a significant number of competitive 

exams adopt a multiple-choice format, posing a challenge 

for students to provide detailed answers. When dealing with 

a large student population, the manual evaluation of 

responses becomes practically unfeasible. With the surging 

demand for AI and software-related jobs, students aspire to 

excel in these subjects. Considering these factors, we have 

developed an application that allows students to verbally 

respond to given questions, with the system providing 

automated evaluations. This recording process enhances 

students' confidence in the subject matter and improves soft 

skills like verbal communication. Students can take 

immediate action as the score is displayed within no time. It 

maximizes the automation for the evaluation; this not only 

reduces costs by minimizing manual correction efforts but 

also saves time as responses are recorded rather than 

written. 
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Fig. 1: CRISP-ML (Q) Methodological Framework, Outlining its Key Components and Steps Visually 

Source: Mind Map - 360DigiTMG 

 

The application employs the open-source Cross 

Industry Standard Practice for Machine Learning (CRISP-

ML) methodology by 360DigiTMG. CRISP-ML(Q) [Fig.1] 

[1] is designed to guide the project lifecycle of a machine-

learning solution. Deep-learning techniques are extensively 

utilized for text extraction from audio and subsequent 

evaluation, incorporating diverse architectures such as 

Convolutional Neural Networks [15] (CNN), Recurrent 

Neural Networks (RNN) [14], among others. The project 

initiation involved thorough research into various 

techniques. We recorded and gathered diverse audio 

samples, questions, and answers. Data visualization was 

performed, and a model was developed, with comparisons 

made to other models. The process involved the use of a 

NoSQL database and subsequent deployment. Monitoring 

confirmed the system's high accuracy. 

 

II. METHODS AND TECHNOLOGY 

 
A. System Requirements (Computer Hardware and Software) used 
 

Table 1: System requirements 

Operating System Ubuntu 

RAM 16 GB 

Instance Type g4dn.xlarge 

GPU 16 GB 

 

This above table [Table.1] represents the entire system requirement to build and execute this project. 
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B. Model Architecture 

 

 
Fig. 2: Architecture Diagram: explanation of the workflow of the [AI evaluation] project  

Source: https://360digitmg.com/ml-workflow 

 

The project architecture [Fig.2] explains how the entire 

project has been conducted in developing the entire model. 

According to the business problem, relevant data was 

generated for text extraction via recording samples of 

different distributions as well as evaluation by forming a 

dataset for checking the evaluation performance on sample 

data, after the selection of models, the text extraction was 

fed with an audio input which generated a text output using 

a pipeline [2], this output was then sent to evaluation models 

along with respective correct answers which were extracted 

from a database that stored all questions and correct answer, 

after this the model would display the score to the user. 

Once the model was finalized, with the help of Flask, the 

application was deployed into the EC2 instance (ec2 is a 

service in AWS seamless deployment on a big scale for 

easily scalable for the end users. 

 

For the inference, one UI will open, where the answer 

will be recorded which will be on the systems and audio 

chunks that will get converted to proper audio file format. 

That audio will be passed to the model for text extraction, 

after which the text will get further sent to the evaluation 

pipeline to get graded. Once the result is obtained in the 

backend it will then be rendered to the user's screen in the 

UI. 

 

C. Data Collection: - 

The data that is utilized in this project consists of data 

acquired through the repetitive recording of diverse audio 

samples from different individuals, this process was 

conducted in a very specific manner, ensuring that it covers 

various accent distributions. A total of 30 audios we have 

collected to create a diverse dataset. This systematic 

approach not only facilitates the representation of diverse 

accents but also enables a robust foundation for the 

subsequent analyses and evaluations that are within the 

scope of our research. 

 

A second dataset was produced for evaluation. Here, 

we have prepared a set of questions covering the three topics 

(data structures, AI, and Python). It even includes student 

responses in addition to the right answer. We ensured to 

address the entire spectrum of student responses, including 

those that were partially right, wrong, and entirely right. 

After reviewing this, we concluded that the marks were 

given correctly. 
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D. Dataset Dimension 

 

Table 2: Data Dimension 

Audio file format .wav 

Text data format .txt 

 

This above table [Table.2] portrays the data related 

details which has been used throughout the project. 

 

E. Model Building 

The project has two parts where one focuses on text 

retrieval using audio [3] while the other evaluates the audio 

and assigns a score [4]. Our initial phase involved 

functioning on retrieval text from audio during this stage we 

checked several models that include Speech2text, Deep 

speech, and whisper to explore their efficacy. 

 

 Speech2text 

Speech-to-Text [6] can handle audio more quickly than 

real-time, averaging 15 seconds to process a 30-second 

audio clip. Your recognition request may take much longer 

if the audio quality is low. It feeds speech inputs into the 

encoder after reducing their length by 3/4th using a 

convolutional down sampler. The transcripts/translations are 

produced autoregressive by the model, which is trained 

using standard autoregressive cross-entropy loss. 

LibriSpeech [7], CoVoST 2, MuST-C, and other datasets 

have been used to refine Speech2Text for ASR and ST. An 

extracted float tensor of log-mel filter-bank features from 

the speech signal is accepted by the Speech2Text speech 

model. Since it's a transformer-based seq2seq model [5], the 

transcriptions are produced in an autoregressive manner. 

 

 Whisper 

Whisper [Fig.3] [8] exhibits a powerful ability to 

generalize across various datasets and domains. However, 

its expected performance can be enhanced for particular 

languages and assignments by fine-tuning using semi-

supervised learning on a large dataset consisting of 680,000 

hours. It is a flexible tool designed to handle recordings by 

dividing them into 30-second segments and processing each 

sequentially. Achieving an accuracy rate ranging from 95% 

to 98.5% without manual intervention, the model operates 

on the transformer architecture, featuring stacked encoder 

and decoder blocks with an attention mechanism facilitating 

information exchange between them. Developers have the 

flexibility to integrate it into their pipelines and customize it 

to suit their specific use cases, freeing them from 

dependency on OpenAI. Whisper excels in recognizing 

various accents, background noises, and technical jargon, 

supporting over 57 languages, such as Afrikaans, Czech, and 

Galician, in addition to English. Furthermore, it can translate 

content from 99 languages to English. Despite its impressive 

capabilities, Whisper remains cost-effective compared to 

alternative solutions. 

 

Compare to Deep Speech [Table.3] and Speech2Text 

[Table.4] it depicts more accurate and error rate is also very 

less. 

 

 
Fig. 3: Whisper Architecture Diagram 

Source: Architecture Diagram) 
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 Deep Speech 

Deep speech [9] employs an end-to-end approach 

characterized by five-layer activation functions in the first 

second third and fifth layers involve clipped rectified-linear 

functions while the fourth layer is recurrent the last layer 

incorporates a SoftMax function Remarkably deep speech 

demonstrates robust performance in challenging conditions 

such as background noise and speaker variations its training 

system utilizes a recurrent neural network (RNN) with 

multiple GPUs. Notably, the model exhibits a 160 error rate 

on the comprehensive test set. 

 

Table 3: Comparison table of Whisper and Deep Speech 

 

 Feature 

 

Table 4: Comparison table of Whisper and Speech2Text 

Feature Whisper Speech2Text 

Handling Background 

Noise 

Excels in handling background noise, including 

ambient room noise, outside noise, or music playing 

May face challenges with background noise, 

potentially impacting transcription accuracy 

Music Performance Performs well even when the speaker is performing 

music (singing, rapping, spoken-word poetry) 

May struggle with accurate transcription 

during musical performances 

Error Reduction Reports 20% fewer additions of missing words, 45% 

fewer corrections per transcription 

May have higher rates of additions and 

corrections in transcriptions 

Accented English and 

Rapid Speech 

Demonstrates high accuracy with English speakers 

having accents and rapid speech 

May experience challenges with accented 

English and rapid speech, potentially leading 

to lower accuracy 

 

Auto-Translation additional feature - auto-translation to English text Does not have similar unexpected features 

 

Then now comes the second part, evaluating the audio 

based on the question and assigning a score to it. To do this 

we employed a range of llm models comprising llama-2 

mistral-7b zephyr-7b and palm2. 

 

 Llama-2 

Llama 2 [10] has undergone a fine-tuning process 

tailored for chat-related applications encompassing training 

with a substantial dataset comprising over 1 million human 

annotations. Furthermore, its fine-tuned models undergo 

training with the aid of over 1 million human annotations 

enhancing their adaptability to various chat scenarios. 

Notably, llama 2 exhibits the flexibility to undergo further 

fine-tuning using newer data inputs. When users input a text 

prompt or provide text to llama 2 through alternative means 

the model endeavors to predict the most plausible 

subsequent text. This predictive capability is achieved 

through a neural network characterized by a cascading 

algorithm housing billions of variables commonly referred 

to as parameters. This intricate neural network architecture 

is designed to emulate aspects of the human brain enabling 

Llama 2 to generate contextually relevant and coherent text 

outputs in response to user inputs. 

 

 Zephyr-7b 

Zephyr-7B [11] is constructed with a combination of 

transformers, including transformers 4350 dev0 pytorch, 

201 ku 118 datasets, and 2120 tokenizers 0140, boasting a 

vast parameter count of 7 billion. Trained extensively in 

diverse languages, it excels in tasks such as translation, 

summarization, analysis, and answering questions. The 

training process involved a blend of public and synthetic 

datasets, employing direct preference optimization. Fine-

tuning further enhances its capabilities, ensuring accurate 

information retrieval tailored to specific queries. The 

model's training corpus encompasses a wide range of 

sources, including websites, articles, books, and more. 

 

 

 

Feature Whisper Deep Speech 

Architecture Recurrent neural network (RNN) or transformer-based model Connectionist temporal classification 

(CTC) 

Dataset size 680,000 500,000 

WER 4.3 3.55 

Organization Open-AI Mozilla 
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 Mistral 7b 

Mistral 7b distinguishes itself as the earliest large 

language model [12] by utilizing Sliding window attention 

to effectively for bigger patterns at a lower price and group-

query attention for quick interference. High throughput and 

low latency are made possible by its distinctive architecture 

but it becomes difficult to stay accurate when writing a lot 

of text. In spite of this mistral 7b performs better than Llama 

2 in several areas. 

 

 

 

 

 

 PaLM-2 

PaLM2 has various features like Multilingualism, 

logic, coding, effectiveness, and economy of cost. PaLM2 

[Fig.4] [13] is a language processing model that gathers 

diverse data, cleans it, and uses the Transformer built for 

efficient training. It undergoes unsupervised pre-training, 

fine-tuning, and fine-tuning on smaller datasets for real-

world tasks. Its Pathways employs decoupling and adaptive 

computation for holistic understanding and accurate outputs. 

 

Compared to Llama 2 [Table.5] and other models, 

Palm2 is very much accurate and also hallucinate very less. 

Compared to Palm 2 other models hallucinate with 

complicated prompts. 

 

 
Fig. 4: PaLM-2Architecture Diagram 

Source:-Architecture Diagram 

 

Table 5: Comparison between Palm 2 and Llama 2 

Feature PaLM 2 Llama 2 

Model size 540 billion parameters 70 billion parameters 

Training data 560 billion words 560 billion words 

Architecture Transformer-based Transformer-based 

Training method Self-supervised learning Self-supervised learning 

 

F. Model Evaluation 

After recording numerous audio samples and 

evaluating them, we found that Whisper demonstrates 

superior accuracy when compared to other models like 

Speech2Text and Deep Speech. Whisper exhibited precision 

with a low word error rate, leading us to choose it over other 

models. Notably, it effectively eliminated background noise 

and provided accurate transcriptions. For evaluation, we 

employed several LLM models, including PaLM2, llama-2, 

mistral-7b, and zephyr-7b. Prompt engineering has been 

applied to these LLM models in several ways. PaLM2 

consistently yielded scores closely resembling human 

evaluation standards. 

III. RESULTS AND DISCUSSION 

 

Text extraction from audio using the whisper model 

coupled with accurate evaluation by PaLM2 yielded 

successful results. Integration through the flask was 

accomplished leading to a successful deployment in 

Amazon Web Services (AWS) EC2 instance which is 

scalable and cost-efficient. The user-friendly design of this 

project has proven beneficial for students fostering 

confidence and optimizing time usage. This made the 

evaluation process easily accessible. 
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Fig. 5: Welcome page of the application 

 

 
Fig. 6: Exam evaluation page of the application 

 

First, we land on the welcome page [Fig.5] of the 

application which provides 3 different boxes each 

containing a description of the subject for the exam, apart 

from the discussion there is a link that redirects to a separate 

evaluation page [Fig.6]. On this page, we have a block in 

which the question is shown, and below that is the “start 

recording” button which upon pressing starts recording the 

answer that the student speaks in English. On pressing the 

stop recording button the audio recording gets completed the 

audio gets evaluated in the backend and the answer is 

returned which is the score of the answer is shown out of 10. 

 

IV. CONCLUSION 

 

Our research shows a major step toward 

revolutionizing answer evaluation methodologies in the 

quickly changing field of educational technology. Our work 

tackles the inherent challenges of traditional assessment 

approaches by integrating sophisticated Deep Learning 

Architectures with advanced text extraction techniques. Our 

project aims to improve the accuracy and flexibility of 

answer evaluation and to make answer grading more 

convenient and scalable. It is also expected to be a 

significant development in the field of education. We 

present a paradigm shift in automating the evaluation 

process by navigating the complexities of student responses 

with the seamless integration of AI technologies, 

particularly deep learning models.  
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