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Abstract:- The primary objective of the Insurance Policy 

Recommendation project is to revolutionize the insurance 

industry by delivering highly customized policy 

recommendations based on individual users' specific 

needs and criteria. Unlike traditional one-size-fits-all 

approaches, this project leverages advanced Language 

Model (LLM) technology to provide tailored insurance 

policy suggestions. However, several challenges in 

insurance policy recommendations need to be addressed. 

These challenges include understanding complex user 

requirements, analyzing vast textual data, and ensuring 

data privacy and security. Despite these difficulties, the 

project strives to offer a comprehensive and adaptive 

framework that empowers policyholders to make 

informed decisions about their insurance coverage, 

ultimately fostering a more responsive and customer-

centric insurance ecosystem. 
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I. INTRODUCTION 
 

In today's world, insurance policies have become an 

essential aspect of our lives. With the rising uncertainties and 

risks, it has become imperative to have a robust insurance 

policy that protects us from unexpected events. However, 

choosing the right insurance policy can be a daunting task, 

especially with the numerous options available in the market. 

This is where the "Advanced Technology for Informed 

Insurance Policy Recommendation" project comes into play. 

Our project utilizes advanced natural language processing 

(NLP) and Large Language Model (LLM) to analyze user 

inputs and recommend the most suitable insurance policy. By 

leveraging the power of NLP, we aim to provide users with 

personalized recommendations that cater to their unique 

needs and preferences. Our system will not only help users 

navigate the complexities of insurance policies but also 

empower them to make informed decisions. 
 

The primary goal of the project is to deliver 

individualized advice to bridge the gap between users and 

insurance providers. We want to provide consumers with a 

smooth experience in which they can easily locate the best-

suited insurance policy without having to hunt through 

endless possibilities. Our ultimate goal is to raise user 

knowledge and understanding of insurance policies so that 

they are better positioned to reduce risks and protect their 

interests. 
 

What sets our project apart from traditional machine 

learning models is that Large Lange Models are trained on 

vast amounts of data allowing them to understand natural 

Language and generate human-like responses. This enables 

them to provide more personalized recommendations based 

on user preferences. Unlike traditional ML models which 

rely solely on predefined features and algorithms, LLMs 

have the ability to learn and improve through user 

feedback, making them more effective at providing 

accurate recommendations. 
 

The strength of our project lies not only in its 

innovative approach but also in its versatility. Our system is 

designed to be highly adaptable, allowing it to cater to the 

unique needs and requirements of various insurance 

providers and customers. By leveraging the capabilities of 

LLMs, we have created a unified and integrated framework 

that serves as a one-stop solution for diverse insurance 

policy recommendation challenges. 
 

We believe that the Insurance Policy recommendation 

system holds the potential to redefine the landscape of the 

insurance domain, empowering users to make well-

informed decisions about their insurance policies. LLM can 

perform the task by process and understand natural 

language making them adept to user input and preferences. 

They continuously learn and adapt through user feedback, 

enhancing the accuracy and relevance of their suggestions. 

Their adaptability and ability to learn through feedback 

ensure personalized and relevant recommendations 

simplifying complex tasks like insurance policy selection 

for users. 
 

II. TECHNOLOGY STACK 
 

The project relies on LLMs to understand and analyze 

user input comprehensively, efficiently matching their 

criteria with available insurance policies. The use of 

Amazon Bedrock services as the project's foundation 

ensures data preparation, interaction with LLMs, policy 

matching, and recommendation generation are seamlessly 

orchestrated, while also enabling scalability and efficient 

feedback collection. 
 

Fast API is leveraged to create a high-performing and 

responsive application that enhances the overall user 

experience. The Replicate API collects data on API usage, 

helping improve policies and security measures. The SMTP 

Mail Service is used for sending policy recommendations 

to policymakers, gathering feedback, and monitoring policy 

implementation. PostgreSQL serves as the back-end 

database, allowing for custom features and extensibility. 
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VectorDB efficiently manages and organizes insurance 

policy data, aligning with LLM requirements. Lastly, 

Langchain, a blockchain-based solution, ensures 

transparency, security, and automation in the insurance 

recommendation process, enabling users to make well-

informed policy decisions with confidence. 
 

III. PATH PLANNING 
 

In this project the path planning for a policy suggestion 

tool driven by LLM-based customization. By following the 

steps, the project ensures that users receive personalized and 

informative insurance guidance, fostering a future where 

insurance is synonymous with fairness, trust, and consumer 

welfare. This path forward in the insurance industry with 

LLMs guiding the way towards a more consumer-centric 

future. 
 

The development of a policy suggestion tool utilizing 

Large Language Models (LLMs) is poised to revolutionize 

the insurance sector, by offering this project that aligns 

insurance recommendations with individual financial means 

and needs. By harnessing LLM capabilities, this project is to 

deliver customized, transparent, and ethical policy 

suggestions, addressing deceptive practices and ushering in a 

future where insurance guidance is synonymous with 

fairness, trust, and consumer well-being.  
 

A. Data Collection and Learning: 

The foundational step begins with gathering a vast and 

diverse dataset encompassing a wide spectrum of insurance 

policies, user preferences, and real-world scenarios. This data 

forms the knowledge base for the LLM, enabling it to 

understand the intricacies of insurance offerings and 

customer requirements. 
 

The dataset should include various types of insurance 

policies, from health and auto to life and property insurance, 

alongside comprehensive policy details. 
 

B. User Input and Customization: 

Users interact with the project by providing specific 

prompts, outlining their financial situation, lifestyle, and 

insurance needs. These prompts serve as the bridge between 

users and the LLM. Users may specify factors like coverage 

levels, deductible preferences, budget constraints, and any 

unique considerations, such as pre-existing medical 

conditions or vehicle specifications. 
 

C. Objective Analysis: 

The core philosophy of the LLM operates without biases, 

sales incentives, or hidden motives, focusing on user well-

being. It analyzes the user-provided prompts to generate 

policy recommendations based on objective criteria, 

considering factors like cost, coverage, and alignment with 

the user's needs. 
 

D. Policy Recommendation process: 

In this project, the use of LLM based on the desired 

customization of the user, a prompt is created to produce 

him/her with 5-10 policies based on the  availability in the 

market according to the needs. The generated policy is set to 

be either downloaded or sent through an email to the user 

IV. PROPOSED SYSTEM 
 

In the ever-changing insurance industry, a unique way 

poised to alter the recommendation system is the 

incorporation of Language Model (LLM) technology. 

Unlike previous approaches, LLM uses natural language 

processing and machine learning to delve deep into textual 

data, exposing a plethora of insights for individualized 

insurance recommendations. LLM models can detect latent 

patterns and client preferences by analyzing massive 

information, allowing the system to deliver very precise 

and personalized policy recommendations. The current 

approach in the insurance industry focuses mostly on 

addressing the "cold start problem" with approaches such 

as clustering-based recommendation and cross-domain 

methodologies. In contrast, the proposed method employs a 

data-driven approach powered by Language Models (LLM) 

to provide highly personalized and precise insurance 

recommendations, transcending the limitations of 

traditional approaches and providing a more responsive, 

customer-centric solution. 
 

 

Fig. 1: Architecture of Recommending Process 
 

A. User point of view: 

When a user decides to take an insurance policy he is 

very confused about choosing the right policy. There may 

be a chance of being scammed by Insurance agents to make 

them buy high-capital insurance beyond their Financial 

capital. To make awareness about the existing policy, based 

on the customer's needs he/she can choose the best policy 

using this Recommendation System. 
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B. Choosing the type of insurance: 

In India, there are various types of insurance available to 

cater to a wide range of needs and risks. Some of the most 

common types of insurance available in India: 

 Life Insurance 

 Health Insurance 

 Motor Insurance 

 Home Insurance and so on 
 

C. Form filling: 

Filling out insurance forms accurately and completely is 

of paramount importance in the insurance process. It plays a 

crucial role in ensuring that both the policyholder and the 

insurance companies have a clear understanding of the terms 

and conditions, coverage, and associated risks. Some are the 

key reasons highlighting the importance of form filling for 

insurance: 

 Policy Eligibility 

 Legal Obligations 

 Documentation for Policyholders 

 Premium Calculation 

 Claim Processing  

 Policy Customization 

 Scope of Coverage 
 

V. LEVERAGING LLM 
 

A. Understanding Language Models: 

Language Models (LMs) are computational models 

trained on vast amounts of text data to understand and 

generate human-like language. LMs are designed to predict 

the next word in a sentence given the previous words. 

Recently, with the advent of deep learning, large-scale 

language models such as OpenAI's GPT models have gained 

tremendous popularity due to their ability to capture intricate 

language patterns. 
 

B. Leveraging LLMs in Recommendation Systems: 

Traditionally, recommendation systems have used 

collaborative filtering, content-based filtering, or hybrid 

approaches to suggest items to users. However, these 

methods often face limitations like cold-start problems for 

new users or items, and the inability to incorporate contextual 

information effectively. LLMs offer a promising solution to 

overcome these challenges. 
 

Leveraging Language Models (LLMs) in 

recommendation systems has the potential to significantly 

enhance accuracy, personalization, and contextual 

understanding. By utilizing the contextual knowledge 

captured by these models, recommendation systems can 

generate more accurate and relevant recommendations, 

overcome cold-start problems, and extract meaningful 

features. As the field of deep learning progresses, integrating 

LLMs into recommendation systems will become an 

increasingly common practice, revolutionizing how users 

discover and engage with digital content. 
 

C. Personalized Recommendations: 

LLMs can be used to understand users' preferences and 

generate personalized recommendations. By utilizing the pre-

trained language model's contextual knowledge, a 

recommendation system can capture a user's intent, 

interests, or contextual cues from their queries, reviews, or 

social media posts. This enables the system to provide more 

relevant and personalized recommendations. 
 

D. Contextual Recommendations: 

LLMs excel in capturing the context of a user's query or 

request. For example, if a user asks, "What are some good 

romantic movies to watch tonight?", the LLM can 

understand the user's intent for seeking romantic movie 

recommendations. By considering the user's query and 

utilizing the knowledge stored within the language model, 

recommendation systems can suggest relevant movies 

based on sentiment analysis, genre preference, or even 

dialogue style. 
 

E. Item Similarity and Feature Extraction: 

LLMs can also help in identifying similar items or 

extracting features of items, making the recommendation 

process more accurate and comprehensive. By leveraging 

the immense knowledge of the language model, similarity 

measures can be derived, allowing the system to 

recommend items that are similar in content, genre, or 

style. Additionally, the language model can extract features 

from items to further enhance the recommendation process. 
 

VI. LEVERAGING HIGH COMPUTATIONAL 

POWER TO RUN CHOSEN LARGE 

LANGUAGE MODEL 
 

 The Role of Online GPUs: Online GPUs offered by 

cloud service providers such as Amazon Web Services 

(AWS), Google Cloud Platform, Microsoft Azure, and 

specialized platforms like Replicate, are indispensable 

in addressing the challenges of running LLMs locally. 

 Huge Compute Power: Online GPUs provide access to 

immense computational power, enabling users to 

execute LLMs with ease. Cloud providers offer a wide 

range of GPU types, including high-performance 

models, to meet diverse machine-learning workloads. 

 Cost-Efficiency: Online GPUs are cost-effective, as 

users only pay for the resources they utilize. This 

eliminates the need for expensive local hardware, 

upfront costs, and ongoing maintenance expenses. 

 Scalability: Cloud providers offer scalability, allowing 

users to adjust GPU resources as needed. This ensures 

optimal performance even with large-scale datasets and 

computationally intensive tasks. 

 Accessibility and Convenience: Online GPU services 

offer user-friendly interfaces and straightforward API 

integrations. Users can access powerful hardware 

instantly without the hassle of installation and setup. 

This simplifies the process of launching and managing 

GPU instances. 

 Reduced Infrastructure Overhead: Cloud providers 

handle hardware maintenance, security, and updates, 

relieving users of infrastructure management 

responsibilities. This frees up time and resources for 

core research and development activities. 

 Collaboration and Accessibility: Online GPUs 

facilitate collaboration among geographically dispersed 

teams. Researchers and developers from different 

http://www.ijisrt.com/


Volume 9, Issue 1, January 2024                           International Journal of Innovative Science and Research Technology 

                                                                                              ISSN No:-2456-2165 

 

IJISRT24JAN107                                                               www.ijisrt.com                                                                          194 

locations can share GPU resources, and datasets, and 

work collaboratively on LLM projects. Security and Data 

Backup: Online GPU services typically come with robust 

security measures, data backup, and redundancy. They 

often have compliance certifications and privacy features 

to safeguard sensitive data. 

 Automated Workflows and Integration: Many online 

GPU services integrate with popular machine learning 

frameworks, streamlining model training and deployment. 

This simplifies the development workflow and minimizes 

the intricacies of infrastructure management. 
 

VII. FINE TUNNING LLM FOR A 

RECOMMENDATION SYSTEM 
 

Fine-tuning a Large Language Model (LLM) for 

generating insurance policies is a complex yet invaluable 

process. Insurance policies are often laden with intricate legal 

language and specific clauses, necessitating the 

customization of the model to produce accurate and legally 

compliant documents. Here's how our team employed this 

fine-tuning process to create a customized LLM for 

generating policies: Fine-Tuning Process: 

 

 Data Preparation: To begin, our team carefully 

preprocessed the dataset, eliminating sensitive 

information and tokenizing the text to prepare it for the 

model's input. 

 Dataset Splitting: The preprocessed dataset was then 

split into training, validation, and test sets. This 

segregation is crucial for evaluating the model's 

performance effectively. 

 Objective Function Customization: We created a 

custom objective function tailored to the generation of 

coherent and accurate insurance policy text. This function 

guided the model in understanding the nuances of policy 

language and compliance with legal requirements.  

 Training Iterations: Fine-tuning the LLM is an iterative 

process. Our team trained the model on the training set, 

continually validating its performance on the validation 

set to prevent overfitting. Throughout the iterations, we 

adjusted hyperparameters and training strategies as 

needed to optimize the model's output. 
 

A. Customization for Specific Policies: 

 Focused Dataset: In cases where the goal was to 

generate policies for specific types of insurance, such as 

auto insurance, our team curated a smaller dataset 

containing relevant policy examples. This focused dataset 

served as the basis for customizing the model further. 

Objective Function Modification: To account for the 

nuances and legal requirements of the specific policy 

type, we modified the objective function. This allowed 

the LLM to fine-tune its understanding of the intricacies 

associated with the selected insurance category. 

 

B. Generating Policies: 

 User Inputs: To initiate the policy generation process, 

our team collected user-specific information through 

prompts. These prompts included details such as the 

user's name, coverage preferences, and deductible 

choices. Customized Policy Output: Leveraging the fine-

tuned LLM, we enabled the model to generate insurance 

policies that were fully customized based on the user's 

specific inputs. This process produced tailored policy 

documents that met individual preferences and needs. 
 

The accuracy of a recommendation system varies 

depending on the specific type of system. For instance, in a 

product recommendation system, accuracy is determined by 

the ratio of products recommended and subsequently 

purchased by the system to the total number of products. 

This is represented by the formula: 
 

 

 

where "R" represents the recommendation set, and "P" 

represents the purchase set. The calculation formula for the 

coverage rate of the product recommendation system is as 

follows: 
 

 

 

The accuracy rate assesses the precision of the 

recommendation set generated by the system's 

recommendation engine, while the coverage rate indicates 

the system's capability to attract user purchases. 
 

Diversity within the recommendation system is 

evaluated by examining the similarity among resources 

recommended to users. The higher the degree of similarity, 

the lower the system's diversity. Let "S" be the 

recommendation set provided to user "U." The definition of 

diversity is expressed in the following formula: 
 

 

 

where "sim(Ri, Rj)" represents the similarity between 

resource "Ri" and "Rj," and "L" is the length of the 

recommendation list. Consequently, the definition of 

diversity for the entire recommendation system is given by 

the following formula: 
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VIII. RESULT 
 

 

Fig: 2: Sample Recommended Policy 

 

Based on the collected data from the user for his personalized 

insurance, the LLM model has produced a list of policies 

which include the user details followed by the insurance 

name, link of the policy available site,  advantage and 

disadvantage of the policy and the user can have the choice to 

choose the policy based on his customization.  
 

IX. CONCLUSION 
 

In conclusion, the article presents that the insurance 

sector is undergoing a transformative shift towards more 

personalized and customer-centric policies. With the help of 

the LLM model, a user can get a more personalized insurance 

policy based on the criteria of the user which makes them 

much more efficient than the normal insurance agent 

providers. 
 

Adapting to the digital revolution not only ensures 

transparency, accuracy, and financial security but also offers 

cost savings by cutting out agent commissions. The 

culmination of these elements in the insurance policy sector 

not only provides personalized policy but also paves the way 

for exciting and promising advancements in the future of the 

Insurance sector offering a transformative potential for 

engaging laymen in the digital sphere. 
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