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Abstract:- AI (Artificial Intelligence) - driven interactive 

chatbot provides easy conversation and reduces manual 

interaction. This study enhances the chatbot quality with 

custom information which helps the end-user to inquire 

questions that are not in build. Before this research 

candidates used to interact with the salesperson of the 

institute, but this research proposes that candidates are 

not required to wait for the conversation with the 

salesperson, they can sit with the chatbot whenever they 

want to ask for any details about the institute. This 

particular solution will give a bit of relief to the 

salesperson and it will increase the number of candidates 

where they will get easy clarifications very promptly with 

no time. 

 

This aims to provide a flexible chatting interface 

where end-users can propose any questions and get a 

resolution. This will lend a hand to increase the quality of 

the admin operation and also candidates can form proper 

decisions with crystal clear clarity. 

 

This study uses various tech stacks. The process we 

discussed was implemented using LLM (Large Language 

Models) generative AI. Seamless deployment makes it easy 

to chat and get answers within seconds. 
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I. INTRODUCTION 

 

In this realm of AI, chatbots [14] started playing a great 

role in human life. It is an innovation that is powered by deep 

learning techniques. It engages people to make casual or deep 

conversation. This admirable technology is now spread in 

every domain i.e., healthcare e-commerce education, etc. All 

of them use this chatting methodology to ease searching and 

insights. The demand for advancement in technology is 

increasing like anything chatbot is one example of the 

advancement that specially reduces so many manual 

interactions and makes communication very smooth. 

 

The history of chatbots can be seen in the past. Now with 

the advancement of NLP (Natural Language Processing) [1], it 

developed and grown immensely. The invention of the 

transformer and attention mechanism [15] is a game-changer 

for textual or sequential data. In that sense implementation of 

a chatbot offers a seamless interaction between humans and 

machines. 

 

The era of chatbots can be seen in the past. Now with the 

extreme enhancement of NLP [1] the domain of deep learning 

has grown immensely. The innovative solution called 

transformers is really groundbreaking in the domain of text 

data execution. In that sense advancement of a chatbot offers a 

smooth engagement of humans and machines. 

 

This research refers to the CRISP-ML(Q) [Fig.1][2] 

methodology which is open source provided by 360DigiTMG. 

Cross Industry Standard Practice for Machine Learning with 

Quality Assurance is the full form of CRISP-ML(Q) [2]. 
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Fig.1: CRISP-ML (Q) Methodological Framework, outlining its key components and steps visually. (Source:-Mind Map - 

360DigiTMG) 

 

This exploration has taken LLM (large language models) [3] into consideration. Pre-trained LLM models can only answer 

whatever data it was trained on. In this research according to the business problem users are supposed to ask queries that are institutes-

specific. Also leveraging only pre-trained models if we proceed to solve the business problem, it will hallucinate [4]. To prevent the 

hallucination [4] this research proposes to do cumulative training or we can use a vector store index for embedding the extra 

information. 

 

II. METHODS AND TECHNOLOGY 

 

Table 1 System Requirements (Computer Hardware and Software) used: 

Operating System Ubuntu 

RAM 16 GB 

Instance Type g4dn.xlarge 

GPU 16 GB 

 

A. Mode Architecture 

 

 
Fig.2: Architecture Diagram: explanation of the workflow of the chatbot (Source:-  https://360digitmg.com/ml-workflow) 

http://www.ijisrt.com/
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The architecture [Fig.2] explains the overall blueprint of 

the project. Popular well-known LLM framework Lang chain 

[5] was used to implement the Palm 2 [6] model debuted by 

Google. Lang chain was chosen because it's easy to implement 

and flexible. With this, so far implementation applications can 

respond to the basic pre-trained knowledge. 

 

Now according to our business problem, we prepared the 

required data, which is not trained in the Palm 2 [6] model, 

and created PDFs. Those pdf data have been extracted and 

embedded using the Vector Store Index [11]. These 

embeddings merged into the Palm 2 [6] model. This upgraded 

model is now used for conversational improvement through 

prompt engineering [12]. 

 

By employing vast technology AWS and Flask, the 

entire interface deployment operation has been concluded. 

AWS deployment was carried out using an EC2 instance [13]. 

AWS was chosen because of its adaptability and 

expansiveness. 

 

B. Data Collection: 

Primary data has been accumulated. Harvested material 

for the institute named 360digitmg. It was assembled in the 

form of a question-answer format. Every possible question has 

been listed which can be asked by the apprentice. The 

document has been formatted as a survey since it will facilitate 

the maximization of knowledge in the model. 

Table 2 Data dimension: 

Raw Questions 43 

Augmented Question 1075 

 

C. Data Preprocessing: 

Data tidying properly is the most major step while 

researching AI projects. Raw data is always very scattered. 

Using raw data machines can probably not understand the 

context. For that reason, data should be prepared properly. 

Using Python we can play with the text data and Excel data. 

For this step, the researcher should expose the inferences' 

credibility. Deciphering the preceding data is very mandatory. 

After that data should be prepared in the model-

understandable format. 

 

We proceed with some preprocessing steps before giving 

that to the model. The entire survey about the institution is 

listed in an Excel sheet and created the columns, questions, 

and answers in the Excel sheet. Picked up each question and 

answer, and created 25 variations for the same. We have 

gathered 43 questions [Fig.3] from the organization. So after 

pushing each question to the variation of 25 questions, it 

resulted in 1075 questions [Fig.4], which is a decent number 

to consider for the application.  

 

 
Fig.3: Raw format of the data 
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Fig.4: Augmented data 

 

This entire Excel sheet was retrieved by Python and converted into a PDF file [Fig.5]. This PDF file data arrangement is very 

simple. It consists of the survey in a sequential manner. 

 

 
Fig.5: PDF version of data 

 

D. Model Building: 

In the world of AI, we have so many LLM models 

available, which can help to solve this research’s business 

problem. 

 

 Llama 2:  

Llama 2 [7] is an amazing research proposed by Meta. It 

has portrayed a pretty good accuracy in compare to other 

models. It has surpassed some of the benchmarks like MMLU, 

Trivia QA, Natural Questions, etc. It has gone through 

rigorous training with an enormous amount of public data and 

also 1 million human-annotated data. In llama 2 7B contains 7 

billion parameters. This is the model that has been tried out as 

the base model. Hugging face makes the implementation very 

easy, by using the pre-trained model. 

 

 Mistral 7B: 

Mistral 7b [8] outdid llama 2 13b model [Fig.6] per the 

research findings. Also in reference to the addition, it 

surpassed llama 1 34b models too. Hugging face made the 

implementation very easy. It underwent in-depth training with 

the instruction publicly shared dataset. 

 

http://www.ijisrt.com/
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Fig.6: Mistral 7B and Llama 2 comparison (Source:- https://mistral.ai/news/announcing-mistral-7b/) 

 

 Zephyr 7B: 

Zephyr 7b [9] went through rigorous training with so 

many freely accessible datasets also with some synthetic 

datasets. It’s the fine-tuned variant of Mistral 7b. Here it has 

an upper hand in the context of the knowledge. Again with the 

hugging face, it was implemented very easily. It has two 

versions one is zephyr 7b alpha and another one is zephyr 7b 

beta. In this study, both have been tried out. 

 

 Palm 2: 

Palm 2 [6] is a powerful LLM debuted by Google. It can 

take complicated prompts also and it won't hallucinate. It went 

through meticulous training. It is extremely good with 

complicated code outputs mathematics problems translation 

etc. Here we tried this model which resulted in very good 

output implementation. Using the Langchain framework it was 

very easy. 

 

E. Model Evaluation 

All the models have been tried out. Created 10 test 

questions and answers manually. Those 10 questions were fed 

to the model and responses were observed. So for evaluation, 

a human evaluation [10] [Fig.7] procedure has been obtained. 

As the sense of the sentence matters when we are comparing, 

that’s why the similarity score won’t work here. Manually for 

all the models, evaluated the real answer with the predicted 

answer. 

 

After checking all of them, in conclusion, two models 

have been selected i.e., Mistral 7B, Google Palm 2. Now to 

narrow it down to one model, we checked the response time, 

where the difference was huge between these two models. 

Mistral 7B responded between 30 seconds to 60 seconds 

depending on the size of the response, on the other hand, 

Google Palm 2 responded between 1 second to 5 seconds 

depending on the response. 

 

http://www.ijisrt.com/
https://mistral.ai/news/announcing-mistral-7b/


Volume 9, Issue 2, February – 2024                                     International Journal of Innovative Science and Research Technology                                                 

                                                              ISSN No:-2456-2165 

 

IJISRT24FEB203                                                               www.ijisrt.com                        158 

 
Fig.7: Test questionnaire evaluation with model response 

 

III. RESULTS AND DISCUSSION 

 

After the accomplishment of the successful model, research was concluded with the API (Application Programming Interface) 

deployment using Flask and AWS (Amazon Web Service). The entire website was pushed to the ec2 instance. In this research, AWS 

was used because of the adjustability and the expandability of the deployment. 

 

 
Fig.8: Home page: Where user can ask their doubts 

 

Initially, it arrives at a page [Fig.8] where the user can speak with the chatbot and ask doubtful queries. The “Ask” button has to 

be pressed once the question has been typed. Once the button is clicked it will reroute to a new page [Fig.9] which will consist of the 

response. 

 

 
Fig.9: Response page 

 

http://www.ijisrt.com/
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IV. CONCLUSION 

 

To wrap up, our examination into the fusion of deep 

learning methodologies, exemplified by the palm2 model, for 

the development of a conversational agent tailored to 

streamline interactions between salespeople and candidates 

marks a significant advancement in the realm of sales support 

technologies. The empirical evidence gathered throughout this 

research underscores the transformative potential of 

leveraging advanced NLP and machine learning techniques to 

enhance the effectiveness of communication channels. 

 

By incorporating specialized data from institutes, we 

have demonstrated a real and practical approach to optimize 

the chatbot’s performance, ensuring it matches seamlessly 

with the unique requirements of the sales domain. This kind of 

customization alleviates the time burden on sales professionals 

besides elevating the overall user experience, and encourages 

more meaningful activities between sales teams and potential 

candidates. 
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