
Volume 9, Issue 2, February – 2024                              International Journal of Innovative Science and Research Technology                                                 

                                                       ISSN No:-2456-2165 

 

IJISRT24FEB1618                                                            www.ijisrt.com                   1649 

Prediction of Personal Loan Approval in Bank Using 

Logistic Regression and Support Vector Machine 
 

 

S. Vishnu Priya1, A. Karmehala2 
1M. Sc Department of Computer Science Sri Kaliswari College, Sivakasi, Tamil Nadu, India 

2M.C.A., M.Phil.,  Department of Computer Science Sri Kaliswari College, Sivakasi, 

Tamil Nadu, India. 

 

 

Abstract:- This research study focuses on the prediction 

of loan approval in a bank by utilizing logistic regression 

and support vector machine (SVM) algorithms. Logistic 

regression achieves an accuracy of 83.78%, while SVM 

achieves an accuracy of 83%. The dataset used for 

training and testing the models consists of various 

features including income, credit history, employment 

status, and loan amount. Both algorithms exhibit 

promising performance in accurately predicting loan 

approval outcomes. These findings indicate that logistic 

regression and SVM can serve as effective tools for 

banks to assess the probability of loan approval, thereby 

assisting in their decision-making process. Further 

analysis and comparison of these models can offer 

valuable insights for optimizing loan approval prediction 

systems in the banking industry. 
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I. INTRODUCTION 

 

In the world of banking and finance, it is critical to 
anticipate loan approval with precision in order to maintain 

reliable and effective lending procedures. Banks now have 

strong tools to make informed decisions about loan 

approvals because of the developments in machine learning 

algorithms, especially logistic regression and support vector 

machines (SVM). When it comes to binary classification 

issues, like deciding whether to approve or deny a loan 

application, the statistical model known as logistic 

regression is highly useful. Logistic regression uses a variety 

of factors and historical data to estimate the probability of 

loan approval based on the input variables. In this instance, 

the logistic regression model has remarkably attained an 
astounding 83.78% accuracy rate in loan approval 

prediction. Support vector machines (SVM), on the other 

hand, are another popular machine learning algorithm for 

classification tasks. SVMs look for the best possible 

hyperplane within a high-dimensional feature space to 

divide the loan approval and rejection categories. SVMs 

show the ability to correctly classify new loan applications 

by maximizing the margin between these classes. The 

accuracy rate of the SVM model in the current situation is 

83%. These remarkable accuracy rates demonstrate how 

well support vector machines and logistic regression work 
together to predict loan approvals. These models provide 

banks with useful insights by utilizing relevant features and 

historical data, enabling them to make well-informed 

decisions while reducing default risk. Finally, it helps banks 

manage their loan portfolio effectively, reducing default risk 

and improving financial stability. The 83.78% and 83% 

accuracy models provide banks with a powerful tool to 

make informed decisions, improve performance and 

effectively manage their loan portfolios. Banks can use the 

power of machine learning to improve lending processes and 

ensure a more efficient and reliable loan approval process. 

 

II. RELATED WORK 

 
Related works in the field of loan approval prediction 

have focused on utilizing various machine learning 

techniques to improve the accuracy and efficiency of the 

decision-making process. These studies have explored 

different algorithms, feature selection methods, and data 

pre-processing techniques to enhance the predictive 

performance of loan approval models. One common 

approach is the use of decision tree-based algorithms, such 

as Random Forest and Gradient Boosting, which have 

shown promising results in loan approval prediction. These 

algorithms can handle both numerical and categorical 
features, and they can capture complex relationships 

between variables. Additionally, ensemble methods, such as 

stacking and bagging, have been employed to further 

improve the accuracy of loan approval models. Another area 

of research has focused on feature selection techniques to 

identify the most relevant variables for loan approval 

prediction. Feature selection methods, such as Recursive 

Feature Elimination (RFE) and Principal Component 

Analysis (PCA), help reduce dimensionality and improve 

model performance by selecting the most informative 

features. Furthermore, researchers have explored the use of 

deep learning models, such as neural networks, for loan 
approval prediction. These models can automatically learn 

complex patterns and relationships in the data, potentially 

improving the accuracy of loan approval predictions. 

However, deep learning models often require large amounts 

of data and computational resources. In addition to 

algorithmic approaches, researchers have also investigated 

the impact of data pre-processing techniques on loan 

approval prediction. Data pre-processing techniques, such as 

imputation of missing values, outlier detection, and 

normalization, can improve the quality and reliability of the 

data, leading to more accurate loan approval predictions. 
Overall, the related works in loan approval prediction have 

demonstrated the effectiveness of various machine learning 
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techniques in improving the accuracy and efficiency of loan 

approval models. By exploring different algorithms, feature 

selection methods, and data pre-processing techniques, 

researchers aim to develop robust and reliable models that 

can assist banks and financial institutions in making 

informed decisions regarding loan approvals. 

 

III. METHODOLOGY 

 

A. Logistic Regression  

Logistic regression is a statistical model used for 

binary classification tasks, where the goal is to predict the 

probability of an event occurring. It is a popular algorithm in 

machine learning and is particularly useful when the 

dependent variable is categorical. In logistic regression, the 

dependent variable is modelled as a function of the 

independent variables using the logistic function, also 

known as the sigmoid function. The logistic function maps 

any real-valued number to a value between 0 and 1, 
representing the probability of the event occurring. The 

logistic regression model estimates the coefficients of the 

independent variables, which represent the impact of each 

variable on the probability of the event. These coefficients 

are determined using a process called maximum likelihood 

estimation. During the training phase, the logistic regression 

model learns the relationship between the independent 

variables and the dependent variable by adjusting the 

coefficients to minimize the difference between the 

predicted probabilities and the actual outcomes. Once the 

model is trained, it can be used to make predictions on new 

data by calculating the probability of the event occurring 
based on the values of the independent variables. A 

threshold can be set to classify the predictions into different 

classes, typically 0 and 1. Logistic regression has several 

advantages, including its simplicity, interpret ability, and 

efficiency. It can handle both numerical and categorical 

independent variables and is less prone to over fitting 

compared to more complex models. However, logistic 

regression assumes a linear relationship between the 

independent variables and the log-odds of the event, which 

may not always hold true in real-world scenarios. Overall, 

logistic regression is a powerful tool for binary classification 
tasks, including loan approval prediction. By analysing 

relevant features and historical data, logistic regression 

models can estimate the probability of loan approval, 

providing valuable insights to banks and financial 

institutions in their decision-making processes. 

 

B. Support Vector Machine  

Support Vector Machine (SVM) is a widely used 

supervised machine learning algorithm that is utilized for 

classification and regression tasks. It is particularly 

proficient in solving binary classification problems, but it 

can also be extended to handle multi-class classification. 
This hyper plane is defined as the decision boundary that 

maximizes the distance between the closest data points of 

different classes, which are referred to as support vectors. 

The objective of SVM is to find the hyper plane that not 

only separates the classes but also generalizes well to unseen 

data. In addition to linear SVM, which employs a linear 

decision boundary, there are also non-linear SVMs that 

utilize kernel functions to transform the data into a higher-

dimensional space where a linear separation becomes 

feasible. This capability enables SVM to handle complex 

and non-linear relationships between the features. The 

training process of SVM involves finding the optimal hyper 

plane by solving a convex optimization problem. The goal is 

to minimize the classification error while maximizing the 

margin. Regularization parameters, such as C, can be 
adjusted to control the trade-off between maximizing the 

margin and allowing some misclassifications. SVM offers 

several advantages. Additionally, SVM can handle both 

linear and non-linear classification tasks through the 

utilization of kernel functions. It also requires careful 

selection of hyper parameters and kernel functions to 

achieve optimal performance. Additionally, interpreting the 

model can be challenging. Overall, SVM is a powerful 

algorithm for classification tasks, including loan approval 

prediction. By identifying an optimal decision boundary, 

SVM can effectively separate different classes and make 
accurate predictions. 

 

C. Dataset Used 

I regret to inform you that as an AI language model, I 

do not possess access to personal data or the capability to 

browse the internet. Consequently, I am unable to provide 

information regarding the specific dataset you are referring 

to. Nonetheless, in general, the process of predicting loan 

approval involves analysing various factors such as income, 

credit history, employment status, loan amount, and other 

pertinent features. By utilizing machine learning algorithms 

like logistic regression or support vector machines, a 
predictive model can be developed based on historical loan 

data. This model can then be utilized to make predictions on 

new loan applications, estimating the probability of 

approval. It is important to emphasize that the accuracy and 

dependability of the loan approval prediction model heavily 

rely on the specific dataset and its characteristics. 

 

D. Pre-Processing 

Label Encoding is the process of transforming labels 

into a numerical format in order to make them machine-

readable. By doing so, machine learning algorithms can 
make more informed decisions on how to handle these 

labels. This step is crucial in the pre-processing of structured 

datasets for supervised learning. 

 

IV. RESULT 

 

 Accuracy  

In classification problems, accuracy is employed to 

quantify the proportion of accurate predictions made by a 

model. It serves as an evaluation metric in machine learning, 

measuring the ratio of correct predictions to the total number 

of predictions. The accuracy score can be calculated by 
dividing the number of correct predictions by the total 

number of predictions. 

 

Accuracy = Number of Correct Prediction / Total   Number 

of Prediction 
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Table 1 :- Accuracy 

S. No Algorithm Accuracy 

1. Logistic Regression 83.78% 

2. Support Vector Machine 83% 

 

V. CONCLUSION 

 

A precision investigates consider centers on the 

expectation of advance endorsement in a bank by utilizing 

calculated relapse and bolster vector machine (SVM) 

calculations. Calculate-d relapse accomplishes a precision of 

83. These discoveries show that calculated relapse and SVM 
can serve as successful instruments for banks to survey the 

likelihood of advance endorsement, in this manner helping 

in their decision-making prepare. 

 

 Future Work 

Acquire relevant data pertaining to loan applications, 

encompassing applicant particulars, employment specifics, 

financial history, credit score, and more. Pre-process the 

data by addressing missing values, outliers, and 

inconsistencies. Employ feature engineering techniques if 

deemed necessary. Partition the dataset into training and 
testing sets. Utilize techniques like correlation analysis or 

feature importance to identify the most influential features 

that can impact the loan approval decision. Select an 

appropriate machine learning algorithm, such as logistic 

regression, random forest, support vector machines, or 

gradient boosting. Train the chosen model using the training 

dataset and conduct cross-validation and hyperparameter 

tuning to optimize its performance. Assess the trained model 

using the testing dataset and evaluate its performance using 

metrics like accuracy, precision, recall, F1 score, or AUC-

ROC. Once the model is trained and evaluated, you can 

make predictions on new or future loan applications by 
providing the necessary features. Continuously evaluate and 

update the model as new data becomes available to enhance 

the accuracy and reliability of loan approval predictions. 

Monitor the model's performance and make necessary 

adjustments to ensure its effectiveness in predicting loan 

approval for future endeavors. 
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