
Volume 9, Issue 2, February 2024                                           International Journal of Innovative Science and Research Technology 

                                                                                                            ISSN No:-2456-2165 

 

IJISRT24FEB1526                                                                 www.ijisrt.com                                                                        1584 

Optimization of Convolutional Neural Network 

Architecture with Genetic Algorithm for Feature 

Extraction Prediction of Student Graduation 
 

 

Abi Mestu Yudansha1; M Arief Soeleman2; Affandy 

Magister Teknik Informatika, Universitas Dian Nuswantoro Semarang, Indonesia 

 

 

Abstract:- Higher education institutions such as 

universities play a central role in the steps where 

comprehensive research and development activities take 

place within a highly competitive environment. The 

academic achievements of students become a crucial 

element within the structure of these higher education 

institutions. This is because one of the key indicators of 

university quality is an exceptional track record of 

academic achievements. Universitas Dian Nuswantoro 

(UDINUS), a private educational institution with an A 

accreditation rating, is located in Semarang, Indonesia. 

One of the faculties that holds a significant role at 

UDINUS is the Faculty of Computer Science, which 

stands out with the highest number of students, 

particularly in the Bachelor's program of Computer 

Science (S1), which records a comprehensive and 

outstanding student count compared to other study 

programs. Therefore, it is appropriate to focus research 

on the data regarding the graduation rates of students 

from the Computer Science S1 program. In this study, 

the author applies Data Mining, a method involving 

manipulation of large-scale data. The primary mission 

of this research is to address the question of how the 

implementation of Deep Learning using an optimized 

Convolutional Neural Network (CNN) through Genetic 

Algorithm can be utilized to predict student graduation. 

Consequently, the outcomes can serve as references to 

expedite student graduation. The study demonstrates 

that the feature extraction values using CNN and the 

hyperparameters using Genetic Algorithm show an 

overall increase in accuracy when using K-Nearest 

Neighbor (K-NN) for all values of n: 3, 4, 5, and 6 

(Proven that feature extraction from tabular data 

represented as images and processed with the CNN 

algorithm using the most suitable parameters is 

successful) 

 

Keywords:- Component Udinus, Convolutional Neural 

Network (CNN), Genetic Algorithm, K- Nearest Neighbor 

(KNN). 

 

 

 

 

 

 

 

 

I. INTRODUCTION 

 
Higher education institutions such as universities are 

at the heart of the measures where extensive research and 

development is carried out in a competitive environment. 

Universities usually need knowledge gathered from past 

and current data sets that can be used to represent and 

convey information to university admins to monitor 

conditions and take steps to resolve problems [1]. 

 

One of parameters which indicates superior quality of 

a university is a history of  academic achievements. Student 

achievement can be assessed through an assessment of the 

learning process and curriculum applied. Most research has 
taken the focus point that graduates are the most important 

indicator of student success. Problems related to graduation 

rates are something that is often experienced by higher 

education institutions. Predicting graduation rates still 

contains challenges, so management to avoid a decrease in 

graduation rates is difficult. 

 

There are various factors that have an influence on the 

quality of a university. One of them is the success rate of 

students in completing their studies on time. The increasing 

number of students who can complete their studies on time 
will have a positive impact on program accreditation 

assessments in higher education. There are many aspects 

that influence graduation rates, including inadequate levels 

of academic ability, course program design, academic 

achievement, and other factors. Limited access for students 

from remote areas to reliable internet connections, quota 

problems, and challenges in understanding in-depth course 

material are things that also influence, or in other words, 

dissatisfaction with distance (online) learning. 

 

All of these things will likely have a negative impact 
on student graduation rates in the future. Dian Nuswantoro 

University (UDINUS) is a large private academy with A 

accreditation located in Semarang, Indonesia. Founded in 

1990, guided by Mr. Prof. Dr. Ir. Edi Noersasongko, 

M.Kom. Prof. Edi said, "Our university is growing rapidly 

and becoming a facilitator of quality higher education. 

UDINUS is committed to sharing learning for each student 

and life path" [2]. One of the faculties available and an 

advantage of UDINUS is the Faculty of Computer Science. 

This faculty has the largest number of students, especially 

in the Undergraduate (S1) Informatics Engineering study 

program, which has a higher diversity and number of 
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students compared to other study programs. Therefore, it is 

relevant if data regarding student graduation from the 

Undergraduate Information Engineering study program is 

considered a worthy subject for research. 

 

Data mining is a process that involves manipulating 

data on a large scale. Data mining as steps in uncovering 

data structures to obtain solutions. These data structures can 
take various forms, including rules, graphs, networks, trees, 

and equations, as well as other forms. Using data mining 

techniques, cases can be analyzed to identify trends, 

structure, and even future predictions. One of them is 

classification, which aims to group data based on 

preexisting patterns. The principle is that data with similar 

structures tend to be similar.  

 

Machine Learning is an algorithmic approach in 

which a computer system is programmed to process data, 

learn from such data, and use the insights gained to make 

decisions or take actions without needing to be explicitly 
programmed for each such action. Deep Learning is a part 

of Machine Learning which is designed to continuously 

analyze data with a logical structure similar to how humans 

make decisions [3]. Convolutional Neural Network (CNN) 

is a Deep Learning method used to detect and recognize 

objects in digital images. CNN's capabilities are claimed to 

be the best model for solving Object Detection and Object 

Recognition problems. In 2012, research on CNNs was able 

to perform digital image recognition with accuracy that 

rivals humans on certain datasets [4]. 

 
Genetic Algorithm (GA) is part of the Evolutionary 

Algorithm group, a type of algorithm that adopts the 

process of natural evolution as its inspiration. The main 

principle in GA is that individuals who have superior 

qualities tend to survive, while individuals who have less 

quality are likely to become extinct. This individual 

superiority mechanism is assessed through a function 

known as the fitness function. In GA, this concept of fitness 

is defined as an assessment of the extent to which a solution 

is suitable for solving a particular problem. This fitness 

function produces a fitness value that reflects the level of 

suitability of the solution to the problem at hand. This 

fitness value is then used as a guide in selecting individuals 

who will inherit the next generation or in creating new 
individuals through operations such as reproduction, 

crossover and mutation. Thus, the population evolutionarily 

changes towards an increasingly optimal solution as the 

iteration progresses. 

 

II. METHODOLOGY 

 

A. Selecting a Template (Heading 2) 

Type of research is a quasi-experiment using a dataset 

of undergraduate graduates at the Faculty of Computer 

Science, Dian Nuswantoro University. This research aims 

to implement a deep learning convolutional neural network 
that can predict student graduation and is expected to be 

able to provide solutions so that students can graduate on 

time. The research steps are collecting data, formulating 

hypotheses or propositions, testing hypotheses, interpreting 

results and conclusions [5]. 

 

The dataset used is the undergraduate study 

graduation dataset at the Faculty of Computer Science, 

Dian Nuswantoro University, totaling 4041 records. The 

graduate data period is between the entry years 2012 to 

2018 from 4 study programs. Divided into 2 class 
categories, namely graduating on time with 2073 records 

and graduating not on time with 1968 records. The 12 

attributes used consist of Study Program, Home City, Age, 

Marital, Number of scholarships, Number of leave requests, 

Number of student activities, number of achievements and 

GPA for semester 1 to semester 4 [6][7]. 

 

Table 1: Atribut Dataset 

Attribute name Description 

Study Program  4 Study program  (11, 12, 14 and  15) 

Home city  1 : from Semarang 

2 : from other city  

Age  1 : age> 0 & age< 12 

2 : age>= 12 & age < 26 
3 : age >= 26 & age <46 

4 : age >= 46 

Marital status 1 : married  

2 : not married yet 

Number of  scholarship  Number of  scholarship  received 

Number of leave requests Number of students have take a leave  

Number of student activities Number of student activities followed  

Number of achievement  Number of achievement  ever obtained  

GPA 1 GPA Semester 1 

GPA 2 GPA Semester 2 

GPA 3 GPA Semester 3 

GPA 4 GPA Semester 4 
aSample of a Table Footnote. (Table footnote) 
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Convolution Neural Network or what is usually 

abbreviated as (CNN) is a development method from Multi 

Layer Perception or abbreviated as (MLP). CNN has a 

greater number of dimensions compared to the MLP 

method. Convolution Neural Networks have input arrays 

starting from 2 or more dimensions. Then, the second 

dimension represents every important part such as the 

front-back corner. Adjustments are made to the Length * 
Width * Thickness matrix arrangement. Next, feature 

extraction is carried out using the CNN architecture to 

obtain the desired data output. Next, from this data, the 

CNN architecture is optimized for hyper parameters using a 

genetic algorithm before being classified using K-NN and 

evaluated to determine shortcomings and future needs. 

 

CNN is a development of the Multi Layer Perceptron 

(MLP) method. However, CNN has more dimensions when 

compared to MLP. CNN receives input in the form of an 

array with a varying number of dimensions, ranging from 

two dimensions to more. For example, in tomato image 
processing, the first dimension of the input may represent 

the shape of the tomato skin, while the other dimensions 

may represent specific angles on the tomato. Next, the 

second dimension represents every important part such as 

the front and back corners. Adjustments are made to the 

Length * Width * Thickness matrix arrangement (according 

to the image channel), illustration: 

 

In the case of data (tabular data) which is processed 

for graduation data, to match the format above, the data 

representation is carried out as follows: N is the number of 
4041 student graduation data with the P attribute (Length) 

is a grouping of 12 attributes into 3 groups as follows: 

 Student Personal Data Attributes: (Age, Marital, Home 

City and Study Program) 

 History Attributes: (Number of Leave Requests, 

Number of Scholarships, Number of Student Activities 

and Number of Achievements / Award Certificates) 

 Academic Value Attributes: (Achievement Index 

Semester 1 – _Semester 4: GPA1, GPA2, GPA3, 

GPA4).  

 

L attribute (Width) is the number of attributes from 

each group above (a total of 4 attributes from each group), 

and K (Thickness) has a value of 1 because it only 

processes 1 group of data. From the conditions above it can 

be concluded that we have N*P*L*K = 4041 * 3 * 4 * 1, 

we have obtained a format from the data which was 

initially structured (tabular) into a format like an image for 

the Convolution process (CNN). 
 

In Convolutional Neural Networks (CNN), Feature 

Extraction is performed by applying a series of 

convolutional layers to the input data. Each convolutional 

layer consists of a set of filters or kernels that combine with 

the input data to produce a set of feature maps that 

highlight different aspects of the input data. 

 

Overall, feature extraction is an important step in 

using genetic algorithms for prediction. By reducing the 

dimensionality of input data, it can help improve the 

efficiency and accuracy of the optimization process, 
resulting in better predictive models. 

 

Hyperparameters are parameters that are determined 

before the machine learning model training process begins. 

This is different from machine learning model parameters 

which can be discovered through the training process. 

Hyperparameters influence how machine learning models 

learn data and how they make decisions. The use of 

hyperparameters in machine learning is to help determine 

the performance of a machine learning model. Some 

hyperparameters that are commonly used in machine 
learning include the learning rate in the gradient descent 

algorithm, the number of iterations in the training process, 

and the number of trees in the random forest algorithm. 

 

Inappropriate hyperparameters can negatively affect 

the performance of a machine learning model. For example, 

if the learning rate is too small, the training process will 

take a long time to achieve good results. On the other hand, 

if the learning rate is too large, the machine learning model 

can jump past the optimal solution and experience 

overshooting. The hyperparameters on the blue layer are 

optimized, while the gray layer has fixed hyperparameters.  

 

 
Fig. 1: Structure of CNN 
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III. RESULT AND DISCUSSION 

 

A. Analyse of Prepossessing 

The dataset used is a dataset of graduates from the 

A11 (Informatics Engineering– Bachelor's degree) study 

program at the Faculty of Computer Science, Dian 

Nuswantoro University, totaling 2293 records. The 

graduate data period is between 2012 and 2018. Divided 

into 2 class categories, namely graduating on time with 

1257 records and graduating not on time with 1036 records. 

 

 

 
Fig. 2: Graphic Label of Data Set 

 

B. Analyse of Deep Learning Method CNN  

 

 Research Step 

CNN format data representation Adjustments for Length * Width * Thickness matrix arrangement (according to image 

channel), illustration: 

 

 
Fig. 3: Research Step 

 

C. Hyperparameter and Architecture of  CNN 

 

 
Fig. 4: Hyperparameter and Architecture of CNN 
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Hyper parameters and architecture in a Convolutional 

Neural Network (CNN) are elements that influence how a 
CNN model behaves and learns from data. Choosing the 

right hyper parameters and designing an appropriate 

architecture is essential to achieve good performance in a 

given task CNN Structure. Hyper parameters on the blue 

layer are optimized, while the gray layer has fixed hyper 

parameters. 

 

D. Setup Analyse GA 

Genetic Algorithm (GA) is an optimization method 

inspired by the principles of natural evolution. GA is used 

to find solutions that are close to optimal in complex or 

multidimensional problems. Genetic Algorithm is used to 
obtain optimal CNN parameter values. These parameters 

are the number of hidden layers and time step. 

Automatically, hidden layers and time steps will be 

determined by the final results of the Genetic Algorithm. 

The value of the hidden layer and time step will affect the 
accuracy results and computing time [22]. Therefore, by 

adding the Genetic Algorithm, minimum RMSE results and 

fast computing time will be obtained.  

 

E. Operator on GA Technique  

 

 Selection Using Roulette Wheel 

The roulette wheel selection method is one of the 

techniques commonly used in Genetic Algorithms to select 

individual parents from a population when carrying out 

reproduction. This method selects individuals with a 

probability proportional to their fitness value. The higher 
the fitness value, the greater the chance of the individual 

being selected as a parent. Here's a simple implementation 

of the roulette wheel selection method using Python. 

 

 

 

 

 

 Cross Over Uses Arithmetic Cross-Over with Definition 

Arithmetic crossover is one of the crossover methods 

used in Genetic Algorithms to produce individual offspring 
(children) from two individual parents. This method is 

often used to combine the characteristics of parents and 

produce offspring that are a linear combination of gene 

values in both parents. The steps in arithmetic crossover are 

as follows: 

 

 

 

 

 

 

 Choose parents: Select two individual-parents from the 

population. 

 Choose the r value: Choose an r value between 0 and 1. 
This r value will control how much influence each 

parent has on the offspring 

 Choose crossover at index gen 1 and 2. 

 

 Mutation Uses Random Mutation where the Mutated 

Gene is Randomized  

The mutation method using random mutation is a 

technique commonly used in Genetic Algorithms to 

introduce genetic variation in populations. In this method, 

several genes in an individual are determined to be 

mutated, and the values of these genes are re-randomized 
with random values. 

 

 
Fig. 4: Extraction Fixture 

 

def roulette_wheel_selection(population, fitness_values): total_fitness = sum(fitness_values) 

selection_probs = [fitness / total_fitness for fitness in fitness_values] 
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Fig. 5: Machine Learning Algorithm 

 

 
Fig. 6: Manual (File Eksperimen: 01-FeatureEng_Siadin_a2.Ipynb) 
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Fig. 7: Result of Extractione Fixture 

 

 
Fig. 8: File 100_Feature_Siadin2.csv 
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Fig. 9: Model Accuracy and Model Loss 
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Fig. 10: Figure Data 

 

 
Fig. 11: End Results 

(Data details in experimental file: 05-KNN-ML-Final.ipynb) 

 

Shows the value of the results of Feature Extraction 

with CNN. Hyperparam results using the GA technique, 

overall accuracy has increased using K-NN for all n values: 

3,4,5 and 6 (Proven Feature Extraction from tabular data 

represented in image form and processed using CNN 
algorithm uses the most appropriate parameters = Can be 

proven (SUCCESSFUL)) 

 

 

 

 

IV. CONCLUSION 

 

Based on the research results, several conclusions 

were obtained as follows: 

 

 The dataset used is a dataset of graduates from the A11 

(Informatics Engineering – Bachelor's degree) study 

program at the Faculty of Computer Science, Dian 

Nuswantoro University, totaling 2293 records. The 

graduate data period is between the entry years 2012 to 

2018 
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 Analysis of the Deep Learning Convolutional Network 

Method is carried out using CNN format data 
representation and CNN Architecture Hyperparameters 

 

The experimental results show the value of the results 

of Feature Extraction with CNN. Hyparameter results using 

the Genetic Algorithm Technique, overall there is an 

increase in accuracy using K-NN for all values of n: 3,4,5 

and 6 (Proven Feature Extraction from tabular data 

represented in the form of images and processed with the 

CNN algorithm using the most appropriate parameters = 

Can be proven (SUCCESSFUL)). 
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