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Abstract:- The purpose of image segmentation methods is 

to create analytically relevant subsets of an input image. 

Segmentation is typically driven by the input information 

and a precondition on the search area; the latter is useful 

when the images are damaged or contain artifacts due to 

limitations in the image collection technique. It is possible 

for image segmentation techniques to make use of prior 

knowledge in order to deliver outcomes that are more 

accurate and credible. The method known as event-based 

imaging makes it possible to recognize occurrences in a 

way that is both efficient and helpful by using the 

medium of pictures. This is a very sophisticated system 

that requires the cognitive categorization of the 

components in the picture as well as the proper 

recognition of the event. For the purpose of event-based 

imaging, there have already a great number of studies 

and investigations conducted, all of which have been 

created with this particular objective in mind. However, 

it has come to everyone's attention that the bulk of the 

prevalent researches are unable to independently conduct 

the event identification with a significant degree of 

accuracy. Therefore, to provide a solution to this problem 

this research devises an effective methodology that 

utilizes Image normalization, image segmentation and 

Channel Boosted Convolutional Neural Networks to 

achieve event recognition. 

 

Keywords:- Event based imaging, Image normalization, 
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I. INTRODUCTION 

 

As a consequence of advancements in camera 

techniques and embedded sensor architectures over the past 

few decades, countless images that together make up an 
enormous amount of information in multitudes of coherent 

and tight spectral analysis have been exhaustively used for 

wide range of applications. These applications include image 

processing techniques, transform recognition, and 

classifications, amongst others. In many different contexts, 

the phase of categorizing is an essential component of the 

statistical process that contributes to a more precise 

description of intricate patterns of images. It is common 

knowledge that an imaging information gathering will often 

contain a sizeable amount of unmarked information in 

addition to a relatively limited sampling pool that contains 
labelled data. When using supervised techniques, the 

accuracy of the classification is determined by the quality and 

quantity of the annotated examples used in the analysis. 

 

Among the many machine learning applications that 
have recently been put to use for the classification of 

photographs are support vector machines, deep learning, and 

regression methods. In addition, labeling a substantial 

collection of observations requires a large amount of labor, 

and acquiring samples that have been correctly documented 

might be difficult. It is therefore a basic concept to develop a 

system that requires a minimum of annotated training data 

and maybe none at all. The other end of the spectrum, 

transcending classification, is where machine learning 

without supervision may handle spectrum spatial reduced 

dimensional computing and classifications. This is at the 

antagonistic end of the spectrum. 
 

In spite of the plethora of available classifications, the 

tremendously diverse make-up of digital files and the unique 

requirements of each application area need the ongoing 

development and growth of the browsing and classification 

methods that are already in use. One of the areas that is 

seeing such significant growth is medical examinations, 

which is one of the areas where inquiry and classification 

may have several applications. The large percentage of well-

known designations are reliant on considerable feature 

descriptors in low ceilings, but healthcare images require 
additional guidelines in specific contexts in sequence to 

document pertaining morphometric primitives. This is despite 

the fact that the overwhelming of attribute values are based 

on regional characteristics. It is possible that projection-based 

classifications, for instance, should contribute to a significant 

extent in addition of distinguishing provided the data are 

appropriately assessed and stored. 

 

The arrangement of these kinds of identifiers has 

become more crucial once researchers look into the 

possibility that hand-crafted qualities such as local binary 

patterns or scale-invariant feature transformation may not 
always be practically applicable. Approaches for the trainable 

features extraction, such as neural networks, may perform 

better than these approaches. 

 

Minjun Zhu et al. in [1] provide a comprehensive 

introduction to the parallelization and model construction 

parallel components of the modular deep learning algorithm. 

They also investigate the merits and downsides of these 

aspects of the model. The primary machine learning 

innovations, Caffe On Spark as well as Caffe, together with a 

ranking of their advantages and disadvantages, are 
introduced, analyzed, compared, and summarized in this 

investigation. This lays the groundwork for something like 

the distributed neural network based responsibilities that are 

explored in this study. In contradiction to the state of the 

network, which includes node identification, the nodes that 
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make up a network interconnection will typically comprise a 

wide variety of characteristics. The procedure for learning 
about a traditional network may benefit from the 

incorporation of these properties as metadata. 

 

The authors Dan Xue et al. [2] suggest using 

proportional voting-based Ensemble Learning to categorize 

cervical histopathology pictures. In particular, three phases of 

cervical cancer distinction are defined, with the staining 

approach achieving the best average precision. When it 

comes to weakly differentiated staining, however, the most 

accurate results may be obtained. Having said that, there are 

a few problems with this approach that ought to be brought 

out. To begin, we make use of four possible learners, which 
necessitates the employment of a highly advanced computer 

for its development, results in an extremely high 

computational expense and increases both the burden and the 

amount of effort required. Because the present 

immunohistochemical dataset does not incorporate patient-

level labels, the research presented in this study does not 

include any patient-centered fundamental experiments. 

 

While according Jianji Wang et al. [3] the unnecessarily 

lengthy computation period is one of the most significant 

problems that must be overcome in order to successfully 
utilize fractal compression methods. Despite the numerous 

studies that aim to reduce the fractal video compression ratio 

have indeed been demonstrated, the learning phase still 

requires a long time, and in different approaches, the 

authenticity of the reconstructed image disintegrates. This is 

despite the fact that have occurred numerous investigations 

that aim to reduce the fractal image compression 

segmentation accuracy. Following the conclusion that 

possibly the affine similarities among both 2 different image 

frames in fractal image compression is exactly equivalent to 

the entire amount of their Pearson correlation coefficients. 

This research proposes a unique technique for the 
deformation of fractal images. The approach is suggested as a 

result of an innovative Fractal image encryption scheme. The 

results of the studies indicate that the strategy that was 

presented may be able to greatly minimize the time required 

for the encoding process while still retaining a decent 

restored fidelity of the picture. 

 

The second section of this research paper is dedicated to 

a review of the relevant previous work. While Section 3 

provides a description of the proposed approach, Section 4 

provides an in-depth analysis of the data that were gathered. 
The conclusion of this research paper may be found in 

section 5, which also discusses the scope of the upcoming 

enhancements. 

 

II. LITERATURE SURVEY 

 

According to Nelson Diaz et al [4] extrapolates, a 

technique has been devised that can identify both 

multispectral and hyperspectral compression observations of 

spectral pictures using an approach that dynamically builds 

the encoded perforations. A previous estimate of the 
grayscale picture is captured in the multispectral branch of 

the technique that used a coded aperture including all 

elements equipped with something like a band pass filter to 

limit the distribution of the assessment of the initial snapshot. 
In this article, researchers provide the discrete computational 

formula that was used to develop customizable colored-coded 

openings for dual-arm compressive spectrum imaging. The 

method uses a filter and quantizes the first estimate of the 

grayscale picture based on the amount of classes. 

Furthermore, the matched filter designs the coded aperture by 

calculating the absorption spectrum between the created 

filters and indeed the mean model parameters. This is done in 

order to match the two. 

 

Yingqiong Peng et al. [5] propose a design for a feature 

formation convolutional neural network which merges 
multilayer bilinear attributes, incorporating mid-level as well 

as high-level extrapolation features to develop faster 

representations. This review is designed for use in the 

characterization of fruit fly images. The results of the 

experiments provide credence to the validity of this 

paradigm. [Citation needed] This work is going to be 

developed in the approaching in a number of distinct ways, 

including how and from where to identify fruit fly photos 

while utilizing natural backdrops, as well as the method of 

applying algorithms on mobile devices. 

 
Chen Li et al. [6] offer a methodology for classifying 

the cervical histopathology pictures into good, moderate, and 

badly differentiated phases using a sparse representation 

multilayer hidden markov random field's model. The 

approach of the multilayer hidden markov random variable 

that was suggested not only takes into account the traditional 

color and texture attributes, while also integrates the most 

recent and cutting edge methods of deep learning through 

into architecture. Additionally, in order to characterize the 

spatial link that exists between the picture places, this 

multilayer hidden provisional random matrix model builds 

both substring and bipolar potentials. The investigation puts 
the suggested approach to the tests on six different cervical 

immunohistochemistry datasets. It achieves an effectual 

classification performance that is about average generally and 

the greatest of the six, demonstrating the method's usefulness 

and promise. 

 

It was hypothesized by Rehan Ashraf et al. [7] that a 

system based on deep learning might be used to categorize 

medical photos by first gaining an understanding of the 

scans. In this sense, one of the most important requirements 

of the current era is the availability of therapy that is 
researched or investigated in relation to certain problems. 

Utilizing computer-aided techniques and doing precise 

imaging techniques are the two primary factors that are most 

likely to result in an increase in a practitioner's or doctor's 

overall level of efficiency. It is imperative that, in this day 

and age, methods of image processing be developed that can 

provide assistance to medical professionals doing research in 

a variety of subfields of medicine. These methods have the 

potential to save individuals, and it is obvious that diseases 

may be detected before they have had an impact on the 

biological system. 
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Yongjun Wang et al. [8] propose a useful approach for 

the classification of H&E stained histological breast cancer 
pictures. In order to increase the classifier's accuracy and 

reliability, researchers employ four pre-deep convolution 

neural networks to obtain image features from the multi-

network. In particular, by utilizing three distinct connections, 

they develop a novel dual-network asymmetric low-rank 

learning methodological feature extraction strategy. The 

purpose of this technique is to enhance classification results 

by reducing the feature dimensionality in order to prevent 

overfitting. They further train the composite support vector 

machine classification models by utilizing merged attributes 

and voting approaches in order to increase the precision of 

the categorization. The approach that was proposed displays 
amazingly precision efficiency as well as strong robustness. 

It is believed that the strategy will be physiologically 

advantageous for doctors to receive an initial detection and 

treatment, which may also enhance the chance of survival for 

patients with breast cancer. 

 

This work presents a novel proposal for a dense-

sampling characterization that makes use of parallel forecasts 

by Hamid R. Tizhoosh et al. [9]. Whenever a maximum-

amplitude anchoring projections is found in an immediate 

neighborhood, the distribution of recorded local perspectives 
is recovered from that area. This histogram is then used to 

anchor three equally spaced predictions to the anchoring 

projections. After that, the MinMax technique is used to 

encapsulate the variance among these four typical projectors 

in each zone. Once that, researchers do a frequency analysis 

on such encodings after they have been turned into integers. 

Every single projection made in residential areas with a small 

population captures many local as well as parallel structures. 

In addition to this, it based its classification on knowledge 

about gradients in order to investigate how the structures 

evolve. 

 
Donghang Yu et al. [10] published an efficient and 

condensed end-to-end framework for the classification of 

scene data extracted from remotely sensed photographs. In 

order to get the more in-depth properties of photos, the 

proposed architecture makes use of a one-of-a-kind data 

merging method that merges information through two 

separate paths. The proposed method generates features that 

have excellent representational and differentiating qualities 

as a result of the inclusion of first- and second-order 

information. There have been investigations into a number of 

regularly used benchmarks. The results suggest the 
possibility that the current proposal not only accomplishes a 

higher level of classification than the current framework 

methods, but also necessitates less requirements as well as 

computational complexity. This is demonstrated by the fact 

that the different optimization outperforms the current 

framework methods. In general, the proposed architecture 

could be able to obtain fairly persistent and discriminating 

features from relatively small amounts of remote sensing 

techniques ambient data that is more capable of 

approximating. 

 
 

An innovative approach for image analysis was recently 

proposed by Ozan Oktay et al. [11], which makes use of 
autoencoder and transfer learning community as regularizes 

to train neural network algorithms. With the assistance of this 

new development aim, neural networks will be able to 

produce projections at test execution that are in accordance 

with the learned shape representations of the fundamental 

anatomy. These representations are referenced to as image 

priors. The findings of the experiments demonstrate that the 

most advanced models of neural networks may get an 

advantage from being taught past knowledge under 

circumstances in which the pictures are distorted and include 

artifacts. The regularize methodology that has been suggested 

might be thought of as an application-specific learning goal. 
In this aspect, the model differs from of the functionality 

training goals of the VGG-Net. The VGG features are often 

representations that are much more purpose built, and they 

are learned using the ImageNet dataset, which is comprised 

of real photographs of a wide range of different things. 

 

Xiaoli Zhang et al. [12] state that new e-commerce sites 

are constantly being developed as a direct consequence of the 

quick advancements made in manufacturing and e-

commerce. On the other hand, when all these online 

businesses provide information for customers, they do it by 
using a combination of written and graphical representations. 

The visual is in a better position to explain the qualities of the 

products than the traditional textual format is, and it is much 

easier for the client to get the information that they want 

regarding the product when using the picture. An accurate 

and quick classification of item multiple pictures is essential 

to improving commodity search across the board in the world 

of big data, particularly when there are a great number of 

photographs to examine. The demonstrated e-commerce 

image classification technique that was put up in this study 

has the potential to effectively classify the products in 

compliance with the image characteristics of the product and 
to aid the user in quickly and accurately identifying the 

appropriate items. 

 

III. PROPOSED MODEL FOR CRICKET MATCH 

EVENT IDENTIFICATION 

 

 
Fig 1: System Overview 
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The proposed methodology for event recognition has 

been realized using Channel boosted Convolutional Neural 
Networks that has been depicted in the figure above.  

 

Step 1: Preprocessing – The suggested Event 

Recognition model made use of data specifically created for 

training. We are using a cricket match as a setting to 

showcase the proposed method's event identification skills. 

To generate the necessary dataset, clips of cricket matches 

were downloaded from video-sharing platforms such as 

YouTube and Vimeo, etc. The five categories of batting 

strokes that make up a cricket match are the basis for the 

suggested method. Either right- or left-handed batters may 

use strokes including the Straight Drive, Square Cut, Slog 
Sweep, Pull Shot, and Cover Drive. Frames comprising the 

stroke are retrieved from the gathered recordings, thereby 

serving as a preprocessing step. The final datasets contain 

2074 photos representing a variety of shot styles, and is split 

evenly between training and testing folders for use in the 

subsequent phase of the approach.  

 

Step 2: Image Normalization – The shots of the cricket 

strike are downsized to a constant aspect of 170 pixels on 

each side just before commencement of the training. An 

ImageDataGenerator object is constructed in this stage of the 
suggested method by using the proportion 1/.255 and the 

packages TensorFlow as well as Keras for further in-depth 

analysis. In order to begin training and testing on cricket 

event photos, this methodology is employed as the starting 

point. The ImageDataGenerator object is configured with the 

use of properties such as the destinations of the training and 

testing folders, the picture dimensions, the batch size of 32, 

and the categorical class configuration with grayscale here as 

color option. 

 

Step 3: Training with Convolutional Neural Network – 

A sequential neural network design may be created by using 
the Sequential class that is included in the TensorFlow 

package. Following that, a convolution layer comprising 32 

kernels measuring 3 X 3 with "ReLU" activation function is 

introduced to serve as the primary layer of the Cnn 

Architecture exclusively for the appropriate dimensions of 

the photos. This layer solely serves the matching dimensions 

of the images. Following that, a further Convolution layer is 

added, which has 64 kernels with dimension 3 X 3, and the 

"ReLU" activation function is used for its stimulation. It is 

decided to build a maxpooling layer with dimensions of 2 by 

2 and a dropout frequency of 25%. 
 

On adding the additional fully connected layers, the size 

of every single one of the 128 kernels is increased to 3 x 3. 

The activation function known as the ReLU activation 

function has been employed for this purpose. The maximum 

pooling layer has been assigned the dimensions of 2 by 2, as 

specified. Until after third layer, a subsequent layer, the final 

layer, is then deployed using the ReLU activation function 

utilizing 128 kernels having dimension 3x3. Second layer 

with Max pooling is added, and this time the dropout is 

adjusted to 25%, and the dimension is fixed to 2x2. 
 

The neural network is ended by utilizing the flatten 

mechanism, together with a dense layer with a capacity of 
1024 as well as the "ReLU" activation function. Now at end 

of the convolution neural network, a dropout proportion of 50 

is required to be achieved using two dense layers and the 

"softmax" Activation Function. 

 

Although the player is still in the process of learning, it 

is common practice to employ the Adam optimizer to 

enhance the result with 500 epochs for each of the five 

principal shots, such as the straight drive, square cut, slog 

sweep, pull shot, and cover drive, coming from right-handed 

and left-handed batters respectively. When training has been 

completed, the trained information is exported to an H5 file, 
which is then used by the model throughout testing. Figure 2 

provides a visual representation of the organization of the 

Convolutional Neural Network (CNN). 

 

 
Fig 2: Convolution Neural Network Architecture 

 

Step 4: Testing through Decision Making- Throughout 

this testing phase, the information from the stored trained 

model in the H5 format file is imported into the object that 

represents the tested image neural network. With this 

knowledge, predictions in the form of integers are formed. 
The numeric index is used by the dictionary of classifications 

to determine which event occurred during the supplied 

cricket match, and then both the event and the evaluation are 

shown to the viewer in conjunction with one another. 

 

The Mathematical Model for the Event Recognition 

System through Deep learning has been depicted below.  

 

Mathematical Model 

S= { } be as system for Event Recognition System 
Through CB-CNN 

Identify Input as I={ I1, I2, I3….. In} 

Where I = Event Image Input      

 S={I } 

Identify ER as Output i.e. Event Recognition 

               S= { I, ER } 

Identify Process P 

S= { I, P, ER } 

P= { P,IN,CBCNN ,DT} 
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Where   

P=Preprocessing   
IN =Image Normalization     

CBCNN = Channel Boosted Convolutional Neural 

Network 

DT = Decision Tree   

   So complete system for Event Recognition System 

can be given as 

S = { I, P,IN, CBCNN,DT, ER } 

_______________________________________________ 

 

IV. RESULTS AND DISCUSSIONS 

 

The recommended method for Event-based imaging is 
written in Python and operates on a computer with Windows. 

For the purpose of coding this methodology, the Spyder IDE 

is utilized. The deployment system is equipped with an Intel 

Core i5 central processing unit, 8 gigabytes of random access 

memory, and a 1 terabyte hard drive. 

 

It is necessary to do an investigation into the 

consistency of the event-based image identification and 

evaluation method before the Convolution Neural Network 

can be successfully deployed. This approach demonstrates 

event-based imaging by applying it to a game of cricket, and 
it takes as input an image that depicts five various types of 

cricket strikes, one each from a left-handed and right-handed 

batter, as seen in figure 3, which can be found underneath.  

 

 
Fig 3: Different cricket shots for the input. 

 

The RMSE performance parameter was effectively 

adopted in order to undertake an evaluation of the 

effectiveness of the event-based imaging detection. The 

empirical work will be covered in the next part which may be 

found underneath.  

 

 Performance Evaluation through Root Mean Square 

Error 
A measurement described as the root mean square error 

(RMSE) is undertaken in order to ascertain the error margin 

of the suggested method. In this investigation, the root mean 

square error, or RMSE, is used to compute the error margin 

that exists here between actual event detection and the 

expected event detection that is carried out by the CNN 

subsystem. The RMSE method is shown in the equation 1 

that is provided underneath. 

 
 

Where 

∑ - Summation. 

(Zfi - Zoi)2   - Differences Squared for the Event Detection.  

N - Number of Images. 

 

The Mean Square Error, or MSE, must be computed 
first before the Error Rate of the Approach can be estimated 

using RMSE. The MSE is the variation among the actual 

event detection accomplished and the expected event 

detection. The entire project is being tested with an 

expanding quantity of trails, with the results recorded in table 

1 below. The results acquired are used to create the graph 

shown in Figure 4 below.  

 

 
Table 1: Mean Square Error Measurement 

 

 
Fig 4:  No of proper expected of scores V/s No of Obtained 

Scores 

 

During exhaustive testing using the CNN modules of 

the event detection approach, the MSE recorded value is used 

to determine the mean MSE, and this calculation uses the 
MSE computed values. The score of RMSE, which is 1.264, 

is obtained by calculating the square root of the mean MSE. 

It may be deduced from an error margin that is low that 

perhaps the CNN Model was applied accurately. As a direct 

consequence of this, the reliability of the event detection 

implementation has significantly increased. Figure 5 below 

illustrates the level of model accuracy attained by CNN 

within the context of the system.   
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Fig 5: Model Accuracy. 

 

V. CONCLUSION AND FUTURE SCOPE 

 

The presented approach for the purpose of achieving the 

event based imaging through the use of Convolutional Neural 

Networks has been detailed in this paper. The presented 

approach initiates with the event dataset that is provided as 

an input to this proposed methodology. The event dataset is 

initially given to the preprocessing stage that performs the 

preprocessing steps to clean the dataset by removing any 
unwanted elements from the dataset. The preprocessed event 

dataset is then transferred to the next step for the purpose of 

achieving the image normalization. The image normalization 

makes the luminance levels normal in the image and then 

provides it to the next step for segmentation. The 

segmentation approach is crucial as it allows for the resizing 

of the preprocessed and normalized images. The 

preprocessed, normalized and segmented images are then 

provided to the Channel Boosted Convolutional Neural 

Networks to achieve the trained data. The test image is then 

provided to the system where the preprocessing is performed 

and the image is normalized and segmented. The segmented 
image is then provided to the CB-CNN trained data to 

perform the analysis. The outcomes of the analysis by CB-

CNN the output values are classified using the Decision Tree 

approach to achieve event recognition. The approach has 

been tested for its error rate through RMSE which has 

resulted in very low amounts of error.   

 

For the future enhancement of the proposed model this 

event based system can enhanced to work on many different 

types of the events like violence detection, traffic jams and 

stampede and many more. 
 

REFERENCES 

 

[1]. M. Zhu and Q. Chen, "Big Data Image Classification 

Based on Distributed Deep Representation Learning 

Model," in IEEE Access, vol. 8, pp. 133890-133904, 

2020, doi: 10.1109/ACCESS.2020.3011127. 

 

 

 

[2]. D. Xue et al., "An Application of Transfer Learning and 

Ensemble Learning Techniques for Cervical 
Histopathology Image Classification," in IEEE Access, 

vol. 8, pp. 104603-104618, 2020, doi: 

10.1109/ACCESS.2020.2999816. 

[3]. J. Wang and N. Zheng, "A Novel Fractal Image 

Compression Scheme With Block Classification and 

Sorting Based on Pearson's Correlation Coefficient," in 

IEEE Transactions on Image Processing, vol. 22, no. 9, 

pp. 3690-3702, Sept. 2013, doi: 

10.1109/TIP.2013.2268977. 

[4]. N. Diaz, J. Ramirez, E. Vera and H. Arguello, 

"Adaptive Multisensor Acquisition via Spatial 

Contextual Information for Compressive Spectral Image 
Classification," in IEEE Journal of Selected Topics in 

Applied Earth Observations and Remote Sensing, vol. 

14, pp. 9254-9266, 2021, doi: 

10.1109/JSTARS.2021.3111508. 

[5]. Y. Peng et al., "FB-CNN: Feature Fusion-Based 

Bilinear CNN for Classification of Fruit Fly Image," in 

IEEE Access, vol. 8, pp. 3987-3995, 2020, doi: 

10.1109/ACCESS.2019.2961767. 

[6]. C. Li et al., "Cervical Histopathology Image 

Classification Using Multilayer Hidden Conditional 

Random Fields and Weakly Supervised Learning," in 
IEEE Access, vol. 7, pp. 90378-90397, 2019, doi: 

10.1109/ACCESS.2019.2924467. 

[7]. R. Ashraf et al., "Deep Convolution Neural Network for 

Big Data Medical Image Classification," in IEEE 

Access, vol. 8, pp. 105659-105670, 2020, doi: 

10.1109/ACCESS.2020.2998808. 

[8]. Y. Wang et al., "Breast Cancer Image Classification via 

Multi-Network Features and Dual-Network Orthogonal 

Low-Rank Learning," in IEEE Access, vol. 8, pp. 

27779-27792, 2020, doi: 

10.1109/ACCESS.2020.2964276. 

[9]. H. R. Tizhoosh and M. Babaie, "Representing Medical 
Images With Encoded Local Projections," in IEEE 

Transactions on Biomedical Engineering, vol. 65, no. 

10, pp. 2267-2277, Oct. 2018, doi: 

10.1109/TBME.2018.2791567. 

[10]. D. Yu, Q. Xu, H. Guo, J. Lu, Y. Lin and X. Liu, 

"Aggregating Features From Dual Paths for Remote 

Sensing Image Scene Classification," in IEEE Access, 

vol. 10, pp. 16740-16755, 2022, doi: 

10.1109/ACCESS.2022.3147543. 

[11]. O. Oktay et al., "Anatomically Constrained Neural 

Networks (ACNNs): Application to Cardiac Image 
Enhancement and Segmentation," in IEEE Transactions 

on Medical Imaging, vol. 37, no. 2, pp. 384-395, Feb. 

2018, doi: 10.1109/TMI.2017.2743464. 

[12]. X. Zhang, "Content-Based E-Commerce Image 

Classification Research," in IEEE Access, vol. 8, pp. 

160213-160220, 2020, doi: 

10.1109/ACCESS.2020.3018877. 
 

http://www.ijisrt.com/

	I. INTRODUCTION
	II. LITERATURE SURVEY
	III. PROPOSED MODEL FOR CRICKET MATCH EVENT IDENTIFICATION
	IV. RESULTS AND DISCUSSIONS
	V. CONCLUSION AND FUTURE SCOPE
	REFERENCES


