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Abstract:- While online communication can be a great 

tool for sharing knowledge and opinions, it can also lead 

to cyberbullying and hatred towards individuals, and 

the popular Discord platform is no exception. This 

research aims to create a bot that can prevent 

cyberbullying incidents in the Discord app. Also, by 

focusing on the overall security of the bot, the proposed 

system aims to detect and prevent anomalies and SQL 

injection attacks. The introduction provides an 

overview of cyberbullying on Discord and other social 

media platforms. In the next section, it gives a detailed 

understanding of past research conducted in the realm 

of cyberbullying detection on social media using natural 

language processing techniques and deep learning. The 

Methodology section focuses on the system architecture 

and design of text classification models, image 

classification models, audio classification models, and 

bot security. The proposed system effectively uses 

advanced natural language processing techniques and 

various machine learning classifiers to accurately detect 

cyberbullying messages in the domains of text, image, 

and audio on the Discord app. 
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I. INTRODUCTION 

 

In the present era, where social media usage is 

widespread among adults and teens, bullying is not limited 

to physical acts only. It has expanded to the realm of 

cyberspace, giving rise to a new form of bullying called 

cyberbullying [1]. This type of bullying takes various 
forms, such as texts, images, videos, etc., and has become 

the dark side of the internet's well-connected social life. 

With the ability to disseminate information to millions of 

people within seconds, it is crucial to have filters in place 

on social platforms to monitor the health of information and 
ensure that it does not harm the receiver through 

cyberbullying. Such messages could negatively impact the 

victim's mental health and even affect their personality in 

some cases [2]. Cyberbullying, as defined by the United 

Nations Children's Fund (UNICEF), involves utilising 

digital technologies to harass, intimidate, or humiliate 

individuals. This cruel and repetitive behaviour can occur 

on various platforms, such as social media, messaging apps, 

gaming websites, and mobile phones [3]. The term 

'bullying' is applicable when the targeted victim is below 18 

years of age, whereas if an adult is targeted, it is referred to 
as 'harassment.' There are several ways in which 

cyberbullying can manifest, including receiving threatening 

or offensive messages, being subjected to online trolling for 

expressing one's opinion, intentional exclusion from a 

group, personal information leakage, and receiving 

unsolicited explicit content [4]. If any of these scenarios 

resonate with you, it's likely that you've been a victim of 

cyberbullying. 

  

Discord, the remarkable voice-over-IP tool, initially 

introduced itself in May of 2015, with gamers being the 

primary target audience. Its features are similar to those of 
Skype, and it has managed to accumulate a vast user base 

of 154 million users per month. Discord's main goal is to 

bridge the communication gap that exists in the gaming 

world. As gamers know, some games offer only text chat, 

while others provide voice chat capabilities. Only a handful 

of games allow full video chat, and some may even restrict 

communication entirely. In such a scenario, Discord comes 

to the rescue. It allows gamers to unify with one another 

and enjoy their beloved hobby by using their personal 

computers, notebooks, and mobile devices. Furthermore, 

this application provides a powerful communication 
platform that allows individuals to engage in either intimate 

one-on-one conversations or group discussions with up to 

ten fellow gaming enthusiasts. Discord's ultimate goal is to 
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create exclusive enclaves among the closest companions, 

which will enhance users' gaming experiences through 

unparalleled connection and discourse mechanisms. It 

seems to be a popular option among the young and 

youthful, especially when immersed in the universe of 

trendy gaming [5]. 

  

On this platform, there is a group of users who extend 
beyond gaming and participate in endeavours that go 

beyond the realm of gaming. These individuals explore the 

stock market, delve into the exciting world of fantasy 

football, immerse themselves in the captivating world of 

anime, tune their senses to the symphonies of music, and 

seek connections with kindred spirits who share their 

passion for these pursuits. 

 

Although there is no intention to support or endorse 

any form of harassment, animosity, or malice through the 

application, it is not immune to the presence of a small 

percentage of users who engage in aggressive behaviour 
and mistreatment in the chat rooms. This is similar to other 

communication mediums. Instances of bullying, racism, 

and harassment have been reported in chat groups. Some 

groups have been subjected to "raids" from others due to 

inadequate privacy and security measures. This has led to 

controversial discussions on sensitive topics such as race, 

religion, politics, and pornography. It is a matter of concern 

that the alt-right has found a haven in Discord due to its 

ability to provide anonymity and privacy for 

communication. 

  
Discord's transparency report has laid bare the 

elimination of a staggering 470,000 non-spam accounts in 

the first half of 2021, a considerable hike from the latter 

half of 2020 that saw 266,075 account deletions [6]. The 

report attributes this surge to the prevalence of exploitative 

content, a wide-ranging category that encompasses sexually 

explicit material. During the first half of 2021, 

approximately 238,000 accounts were removed for this 

type of content, a significant increase from around 130,000 

in the second half of 2020. Additionally, Discord has 

highlighted that the removal of exploitative content servers, 

which consist of non-consensual pornography and sexual 
material involving minors, has climbed to over 11,000, 

almost doubling the previous year's number. In the past 

year, the company has committed substantial resources to 

amplify safety measures throughout its platform. The 

company has embarked on a journey of broadening its 

responsive activities and enhancing its methods of 

identifying and eliminating misuse even before it takes 

place. Additionally, it is going the extra mile to augment its 

management of accounts by implementing its Safety Centre 

[7]. 

  
In this dissertation, the focus of the research was on 

the creation of a sophisticated bot that can accurately detect 

cases of cyberbullying within text, image, and audio 

messages on the Discord social media platform. The study 

concentrated primarily on English-language messages, 

utilising a variety of inventive machine learning techniques 

to assess their effectiveness and applicability within the 

field of sentiment analysis. The primary objective of this 

research is to construct a one-of-a-kind bot that can 

precisely discern occurrences of online harassment on the 

platform of Discord. Furthermore, this inquiry undertakes a 

meticulous comparative examination of varied machine 

learning models employed in the classification of tasks. The 

crux of the analysis is to appraise the performance of each 

chosen algorithm in terms of accuracy, recall, precision, 
and F-1 score. The end goal of this study is to identify the 

algorithm that provides the most optimal outcomes and to 

gain valuable insights into the potential strengths and 

constraints of each algorithm for detecting instances of 

cyberbullying in Discord message threads. 

  

II. LITERATURE REVIEW 

 

Yin et al. detected harassment on three separate online 

sites using three different datasets. For the classification 

challenge, they used a linear kernel classification model 

and several feature extraction approaches, such as N-
grammes and term frequency-inverse term frequency (TF-

IDF). Despite the fact that their experimental results were 

equivocal, the study served as a starting point for 

subsequent research [8]. 

 

In another study, researchers at the University of San 

Carlos [9] used a customised web scraper tool to capture 

cyberbullying-related Facebook posts. These gathered data 

are classified using the Support Vector Machine (SVM) 

model. The study obtained an accuracy of 88% and a recall 

of 87% for the considered data set. One significant 
limitation is that only 24 posts from a public page may be 

retrieved using the Facebook Graph Application 

Programming Interface (API). The drawback also extends 

to the fact that some training data for the SVM model may 

be interpreted differently. SVM cannot distinguish between 

thereat and curse, resulting in incorrect categorization [9]. 

Dinakar et al. (2011) discovered that better results might be 

obtained by first categorising bullying and then using a 

binary classifier for each group. As categories, they utilised 

sexuality, race or culture, and intelligence quotient (IQ). 

The most accurate strategy was a decision tree trained with 

JRip (an implementation of the propositional rule learning 
algorithm RIPPER), whereas the most reliable method was 

an SVM trained using the Sequential Minimum 

Optimisation (SMO) algorithm. Comments on YouTube 

videos were taken as the data set [9]. 

 

Mahat et al. proposed the functioning implementation 

of a programme that identifies cyberbullying across many 

social media networks using data from Twitter, Wikipedia, 

and Formspring. To detect cyberbullying, they employed 

LSTM layers. These models were trained using the 

backpropagation approach. The Adam optimizer is used in 
conjunction with the cross-entropy loss function. These 

outcomes outperformed the standard procedures [10]. 

 

A technique to detect cyberbullying in YouTube video 

comments was created in a study conducted by the 

Massachusetts Institute of Technology. The algorithm 

categorises the statement in a variety of sensitive areas, 
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such as sexuality, culture, IQ, and physical characteristics, 

and determines which category it is in. The system 

produces less precise classification results and more false 

positives. [11] 

 

Chia et al. investigated the usage of irony and sarcasm 

on social media platforms using feature engineering and 

machine learning methodologies. To start with, they 
outlined and evaluated the definitions of sarcasm and irony 

by reviewing a substantial number of research papers 

focusing on the situations in which they are utilised. After 

the initial investigation, a comparison of several 

classification techniques with a few frequently used 

classification schemes for the text categorization process is 

performed. In the following study, a number of data 

preparation approaches were investigated and compared. 

[12] 

 

In another study, researchers [13] sought to identify 

occurrences of cyberbullying from a picture across social 
media platforms using sentiment analysis (SA). The aim is 

to extract text from images and investigate every relevant 

sub-domain associated with the detection of cyberbullying. 

Previous research in this area has had limited success, so 

the hope is high for this one. This paper discusses the 

detection of cyberbullying using machine learning or other 

algorithms. It introduces various definitions of 

cyberbullying, describes an experimental and 

implementation setup, presents an Optical Character 

Recognition (OCR) tool processing to extract text from 

images, and compares and evaluates the results. 
 

Speech recognition research focuses on increasing 

accuracy and performance through the use of diverse 

methodologies. The extraction of features is an important 

stage in voice recognition systems since it influences the 

quality and representativeness of input data. One widely 

used technique is Mel-frequency cepstral coefficients 

(MFCC), which consider the non-linear human perception 

of sound and have been shown to improve speech 

recognition accuracy compared to other methods [14]. 

 

To capture temporal dynamics in speech, delta and 
delta-delta coefficients have been integrated into feature 

extraction. These coefficients give useful information 

regarding changes in spectral features over time, resulting 

in improved speech recognition performance [15]. 

Incorporating delta and delta-delta coefficients in the 

presented speech-to-text model aligns with these findings. 

Model architecture plays a crucial role in speech 

recognition systems. Convolutional neural networks 

(CNNs) effectively capture local dependencies, while 

recurrent neural networks (RNNs) excel at modelling 

sequential data. Combining both CNNs and RNNs in a 
CRNN architecture has demonstrated superior accuracy 

compared to traditional approaches [16]. Thus, the CRNN 

model is a suitable choice for the presented speech-to-text 

model. Language identification is essential in multilingual 

speech recognition systems. Previous research by Patel and 

Sarkar [17] explored various techniques, such as acoustic 

modelling and phonotactic modelling, for language 

identification. These techniques enable distinguishing 

between different languages and selecting language-

specific speech recognition models. The incorporated 

language identification model in the presented system 

draws inspiration from these studies. In summary, the 

literature review emphasises the significance of feature 

extraction techniques like MFCC and delta coefficients in 

speech recognition systems [18]. The CRNN model 
architecture effectively captures both local and temporal 

dependencies in speech signals. Language recognition 

methods have been widely researched in order to allow 

multilingual voice recognition. The presented speech-to-

text model builds upon these findings to achieve accurate 

and efficient speech recognition in both Sinhala and 

English languages. To improve the capabilities of voice 

recognition systems, future research might look at better 

feature extraction techniques, new model designs, and the 

integration of more languages. 

 

Phishing attacks are used to trick users and gain 
sensitive information (financial information, credit card 

numbers, and passwords) or to install malicious software on 

the victim’s infrastructure. 

 

Ripa et al. found that the XGBoost classifier for 

phishing detection gave higher accuracy (94.44%) in less 

time. They also used the Nave Bayes classifier, which gave 

an accuracy rate of 95.15% [19]. In website detection 

techniques, the Random Forest Classifier got a higher 

accuracy of 96.80% [20]. 

 
Alswailem et al. used a random forest classifier with 

26 features to train and detect phishing websites. They had 

an accuracy of 98.8% [21]. 

 

Senturk et al. used a model called Weka classification 

(a phishing detection method using machine learning and 

data mining techniques), which gave an 89% accurate result 

[22]. 

Niu et al. used a model called Cuckoo Search SVM 

(CS-SVM) to improve the classification accuracy with 23 

features. The model gave higher accuracy than the SVM 

classifier with the default value and obtained 99.52% 
accuracy [23]. 

 

Shirazi et al. developed a framework named "Fresh-

Phish". A large, featured dataset was built using Python and 

used different classifiers to discover the most accurate. 

They analysed TensorFlow-based linear classifiers, neural 

networks, and SVMs with gaussian and linear kernels 

against the Fresh-Phish model dataset. Their accuracy was 

shown to be 90% [24]. 

 

Sushma et al. defined an approach based on lexical 
and host-based features. A defined classifier gave 93–98% 

accuracy and detected a large number of hosts that were 

phishing. Mainly, three models were organised together 

(uniform resource locator (URL) clustering, URL 

classification, and categorization) to rank the URLs. [25] 
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In the research done by Villanueva et al., logistic 

regression and multi-nave Bayes were used for the 

classification of legitimate and phishing messages. LSTM, 

Gated Recurrent Units (GRU), and Bidirectional Recurrent 

Neural Networks (BRNN) were used as deep learning 

models. LSTM and GRU models had high training and 

validation scores, with an overall accuracy of 95%. BRNN 

using GRU and BRNN using LTSM gave 97% accuracy 
[26]. 

 

Structured Query Language Injection (SQLi) is a 

client-side application vulnerability that allows attackers to 

inject malicious SQL queries with harmful intents, 

including stealing sensitive information, bypassing 

authentication, and even executing illegal operations to 

cause more catastrophic damage to users of web 

applications. 

 

Turnip et al. developed a browser extension using the 

LSTM and RNN algorithms capable of learning long-term 
dependencies like SQL injection attacks. Results from 

demonstrations show that the developed SQL injection 

detection model achieves an accuracy rate of 99.97% [27]. 

 

Li et al. demonstrated an LSTM-based memory-based 

SQL injection attack detection method. [29] 

 

III. METHODOLOGY 

 

The current discourse aims to present a 

comprehensive overview of the research methodology that 
was employed. This is intended to facilitate a better 

understanding of the experimental work from an external 

perspective. The experimental work itself is presented in a 

high-level view, which has been segregated into three 

distinct phases as illustrated in Figure 1. 

 

 
Fig 1 High-Level Diagram of the System 

 Multiclass Classification Cyberbullying Text Detection 

Module:- 

This proposed multiclassification model will help to 

detect and classify the Discord social media text messages 

into diverse types of online cyberbullying. Even though 

there are a number of existing text classification models in 

discord bots available on the market, they have failed to 

detect the fine-grained details of text messages such as 
religion, age, ethnicity, gender, etc. So, the novelty of the 

proposed multi-classification model is to capture the fine-

grained details of text messages and ban cyberbullying 

messages in real-time. To detect and classify discordant 

cyberbullying texts, a number of natural language 

processing (NLP) techniques and supervised learning 

algorithms have been deployed and trained. The objective 

of the proposed multiclassification model is to detect the 

cyberbullying comment, determine the type of harassment, 

and remove the comment from the platform in real-time. 

We classified cyberbullying posts into five classes: sexism, 

racism, threats, trolls, and non-cyberbullying. The four 
stages are included in the development of the proposed 

multiclassification model: dataset collection, data 

preprocessing and cleansing, feature extraction, and 

classification. 

 

 Dataset Collection 

This is the most pivotal stage of the proposed model. 

The Input dataset is collected from Kaggle platform and 

dataset is comprised of over 47,000 twitter messages with 

cyberbullying keywords. Some of the keywords indicated 

in psychological literature include rape, motherf**king, 
g*y, b*tch, a*s, wh*re, and so on. Other terms identified in 

the study were kill, ugly, hatred, destroy, terrorist, savage, 

racist, black, nig*er, and Islam. Since English language text 

messages are considered, messages featuring other 

language keywords are eliminated. After getting rid of the 

unnecessary text messages, finalized dataset is labelled and 

related into six classes such as age, ethnicity, religion, 

gender, other, and non-cyberbullying. After getting rid of 

the extraneous image content, the dataset was categorised 

as cyberbullying & non-cyberbullying. 

 

 Data Pre-Processing And Cleansing 
The data pre-processing and cleansing stages include a 

number of phases. This procedure is applied to the raw 

dataset to create the final dataset. A number of tools, 

techniques, and libraries such as NLTK, Sklearn, 

WordCloud, and Word2Vec are used for the data pre-

processing and cleansing stages. The purpose of text pre-

processing is to modify and represent text messages in a 

way that can be examined and categorised by the 

supervised classification models used. Noise removal 

operations such as URL elimination, hashtag/mentions 

elimination, punctuation removal, and emoticon translation 
are conducted in the first sub-phase. Vocabulary cleaning is 

accomplished, which includes spell checking, acronym 

expansion, slang alteration, and elongation (repeated 

character elimination). Text transformations, including 

lower-case translation, stemming, tokenization, and stop-

word removal, are also performed. The value count and 

message length, including the minimum and maximum 
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length for each cyberbullying type, are also generated at 

this stage. These subphases are conducted in order to 

optimise feature extraction and classification accuracy. 

 

 Feature Extraction And Word Embedding  

For the word embedding, the Word2Vec technique is 

used. Training and testing datasets are split on an 8:2 basis 

(tokenization).. Using the Word2Vec model, training and 
testing datasets are converted to vectors (word embedding). 

In feature extraction, nouns, adjectives, and pronouns are 

regarded as basic feature contents, while adverbs and verbs 

supply extra information. Additionally, part-of-speech tags 

and content word features are extracted to boost 

classification performance. Finally, these extracted feature 

groupings are then fed into the multiclassification models 

to train them. 

 

 Multiclassification Models Selection And Training  

After preprocessing and embedding the raw dataset, 

supervised multiclassification models are used to train the 
models. Six supervised algorithms are being trained to 

make the predictions. They are Random Forest, Decision 

Tree, SVM, Extreme Gradient (XG) Boost, Neural 

Network, and Multi-Layer Perceptron (MLP) Neural 

Network. The classification report and confusion matrix are 

used to evaluate the classification models by computing 

matrices like precision, recall, F-1 score, and accuracy. 

Finally, the result showed a 0.7980 accuracy rate for the 

MLP neural network, which has the highest accuracy 

among all the trained multiclassification models. 

 

 Training The Best Model  And Evaluation 

Once the MLP neural network was chosen as the best 

classification model, it was once again trained using trained 

datasets, and the model was evaluated using a classification 

report and confusion matrix. Finally, the MLP 

multiclassification model is saved, loaded, and making 

predictions. 

 

 Cyberbullying Image Detection Module:- 

With the increased use of social media platforms and 

online communication methods, cyberbullying has become 
a prevalent concern in the digital age. Detecting and 

responding to cyberbullying is critical for protecting 

individuals and creating a safer online environment. In 

recent years, there has been an increase in interest in using 

OCR technology to detect and analyse text content within 

photos, notably those connected with cyberbullying. 

  

The development of OCR technology has transformed 

the way we process and extract textual information from 

physical documents, photographs, and other visual media. 

OCR refers to a group of techniques and algorithms that 

allow for the automatic conversion of printed or 
handwritten text into machine-readable digital text, 

allowing for more efficient information retrieval, document 

digitalization, and data analysis. 

  

The importance of this work stems from its potential 

to advance the field of online safety and cyberbullying 

prevention. It is possible to automate the identification and 

analysis of cyberbullying episodes involving photographs 

by establishing an effective OCR-based technique, allowing 

for shorter response times and focused interventions. In 

terms of increasing online safety and building a better 

digital environment, this research has implications for 

individuals, online platforms, and policymakers. 

  

In this research, we conducted a full background study 
on OCR technology, cyberbullying, and existing 

approaches to content regulation. Definitions and important 

principles linked to cyberbullying image detection using 

OCR are offered. The paper also explores the obstacles and 

limits connected with OCR in this arena, including privacy 

concerns and algorithmic biases. We followed four steps to 

develop this module: Dataset creation, data preprocessing, 

Feature extraction, text detection, and text recognition. 

  

The Python programming language was used to 

develop the cyberbullying picture identification model. It 

was selected since it is the most frequently used and most 
popular programming language for ML model construction. 

We employed a deep learning architecture employing 

CNNs and RNNs for the implementation of this module. 

NumPy, Pandas, OpenCV (CV2), TensorFlow, Matplotlib, 

and the Python Imaging Library (PIL) were the libraries 

and frameworks incorporated to construct this model. 

 

 Dataset Creation 

As the first step in building this module, dataset 

creation was done. Finding an appropriate dataset for 

cyberbullying image identification was a challenge due to 
the fact that the availability of such datasets was 

significantly low. Also, the current datasets were not 

sufficiently large to train the ML model. As a solution for 

that, a new dataset of 50,200 cyberbullying images was 

produced. Images were acquired from social media sites 

and public image sources. 

 

 Image Pre-processing  

In this stage, it involves taking an image with 

cyberbullying content as the input. This image is then 

transformed to grayscale in order to achieve noise reduction 

and sharpen the text that has to be extracted from it. 
Thresholding was performed in order to capture the text 

best. Because the input image was variable in size, it was 

transformed into a fixed-size image before being fed into 

the model. In summary, this stage performs sharpening, 

thresholding, and resizing. 

 

 Line & Word Segmentation 

The sharpened, thresholded, and scaled image was 

then fed into the line and word segmentation model via a 

U-Net architecture. Text in a given image is first divided 

into lines of text, and then lines are segmented into words 
in this stage. 

 

 Text Detection & Text Recognition 

Finally, we performed text detection using the 

segmented text from the prior text as input. The text 

detection segment was conducted using a Convolutional 

Neural Network (CNN). The output of the text detection 
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segment was then transmitted to a Recurring Neural 

Network (RNN), which performed text recognition and 

predicted the final output.By integrating the strengths of 

CNNs in feature extraction, translation invariance, 

parameter sharing, and spatial hierarchy, this model can 

effectively process and evaluate the visual information in 

the input photos, enhancing the accuracy of OCR 

predictions. Since the OCR task entails recognising 
characters in a given image, RNNs were used to process the 

image data in a sequential manner, treating it as a series of 

input steps. This enables our model to account for the 

spatial layout of the characters as well as the sequence in 

which they occur. The RNN can learn to recognise patterns 

and connections between characters, enhancing OCR 

prediction accuracy. 

 

 Training best model & Evaluation 

The labelled dataset was partitioned into training, 

validation, and testing sets. The training set was used to 

train the image detection model using the Adam optimizer 
and the cross-entropy loss function. The model's 

hyperparameters, including learning rate and batch size, are 

customised through testing. The validation set was used for 

checking the model's performance during training and 

making adjustments where it was necessary. The final 

evaluation was done on the testing set to measure the image 

detection model's accuracy, precision, recall, Intersection 

over Union (IoU), and F-1 score. Experimental results of 

this module is discussed in Results & Discussion Section. 

 

 Cyberbullying Audio Detection Module:- 
 

 Speech to Text Conversion 

Speech-to-text models have obtained significant 

attention in recent years due to their ability to convert 

spoken language into written text, facilitating a broad 

variety of applications such as transcription services, voice 

assistants, and more. 

 

In this paper, we present a comprehensive overview of 

our speech-to-text model, highlighting its key components, 

feature extraction techniques, model architecture, and 

language identification capabilities. 
 

Our speech-to-text model follows a sequential process 

to convert audio input into corresponding text output. 

Initially, an audio file is segmented into 30-millisecond 

samples with a 50% overlap. From each sample, we extract 

relevant features that serve as inputs to the subsequent 

stages of the model. The model then predicts a character or 

a blank token for each short clip, and the Connectionist 

Temporal Classification (CTC) loss function is employed to 

compute the loss [19]. Finally, the CTC greedy decoder 

function is applied to decode the predictions and generate 
the text output [19].  

 

 Experimenting With Different Feature Extraction 

Methods: 

The extraction of suitable features plays a crucial role 

in the performance of speech recognition systems. We 

evaluated three different feature extraction techniques, 

namely: 

 

 Raw Signal (Non-Spectrogram) 

 MFCC (Spectrogram-Based) 

 MFCC With Delta Values (Delta, Delta-Delta) 

(Spectrogram-Based) 

 
The MFCC technique, which transforms the frequency 

domain representation to the Mel Scale, incorporates 

human perception characteristics by emphasizing relevant 

frequencies for speech recognition tasks [19]. Additionally, 

the inclusion of delta and delta-delta coefficients enables 

the model to capture the dynamics of the power spectrum 

over time, thereby enhancing speech recognition accuracy. 

 

Our speech-to-text model employs a Convolutional 

Recurrent Neural Network (CRNN) architecture, consisting 

of two convolutional blocks and three bidirectional Gated 

Recurrent Unit (GRU) layers. The Adam optimizer is 
utilized for model optimization, and the CTC loss function 

serves as the objective function. The model's output is a 

probability distribution, represented by a softmax layer, 

over the vocabulary length plus one (with an additional 

token for the CTC blank symbol). This probability 

distribution is then utilized by the CTC loss function to 

compute the loss during training, and by the CTC greedy 

decoder to generate the final text output during inference 

[19]. 

 

To introduce novel functionality to our model, we 
trained it on both Sinhala and English language datasets. 

While our Discord bot primarily operates in the English 

language, incorporating Sinhala language support was a 

valuable addition. To accommodate both languages, we 

developed a language identification model that is lighter in 

complexity compared to the main speech-to-text model. 

Within the Discord bot, when an audio file is received, the 

language identification model predicts the language of the 

audio. Based on this prediction, the audio file is then passed 

to the appropriate Sinhala or English speech-to-text model 

for further processing. The resulting text output is 
subsequently utilized for real-time detection of phishing or 

cyberbullying in conversations, ensuring a safer online 

community for all users. 

 

The datasets used for training our speech-to-text 

model were obtained from the OpenSLR website. We 

utilized both Sinhala[15] and English [16]language datasets 

to train the respective models. The training process 

involved iteratively optimizing the model parameters using 

gradient-based optimization techniques, specifically the 

Adam optimizer. The number of training epochs was set to 

5 for each feature extraction algorithm, as described earlier. 
 

In this paper, we presented an overview of our speech-

to-text model, highlighting its key components and 

functionalities. We discussed the feature extraction 

techniques evaluated and selected the MFCC with delta 

values as the optimal algorithm. The model architecture, 

employing a CRNN with convolutional and recurrent 
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layers, was described along with the training process and 

language identification capabilities. Our model's ability to 

process both Sinhala and English languages contributes to 

the detection of potentially harmful conversations in real-

time, ensuring a safer online community for users. The 

presented model showcases promising performance in 

speech recognition tasks and lays the foundation for further 

advancements in this domain. 
 

 Cyberbullying Detection Bot’s Security Module:- 

Phishing detection 

 

 Data Preprocessing 

A dataset with phishing URLs was taken from Kaggle, 

which initially had a shape of (651191, 2). Out of them 

there were 4 types/ categories of data (benign-428103, 

defacement-96457, phishing-94111, malware-32520). No 

missing values or null were found and there were no 

duplicate values to be found. 

 
 Feature Extraction Prior feature extraction, the removal 

of unnecessary parts of the URLs in the dataset was 

done (e.g.: “www.”).  

 Breaking down the 4 types/ categories into phishing for 

non-phishing: 

 Benign was taken as non-phishing (0) while other 3 

types were considered phishing (1), and it was added to 

the dataset. 

 URL length: 

 the length of the URL was taken and added to the 

dataset. Most of the phishing URLs lengths are longer 
than the normal URLs. 

 Extract the Top-Level Domain (TLD): 

 TLD was taken and added to the dataset separately. 

 Count number of special characters in URL: 

 special features such as ‘@’, ‘?’, ‘-’, ‘=’, ‘.’, ‘#’, ‘%’, 

‘+’, ‘$’, ‘!’, ‘*’, ‘,’, ‘//’ was taken. 

 Extracting hostname: 

 hostname was extracted and then checked for 

availability of that hostname. If the hostname is 

available it is considered as a normal URL (0) and if it 

is not available taken as abnormal URL (0) and might 

be phishing. 
 Check for https: 

 https protocol was checked as most of the phishing 

URLs are http. In here URLs with http was taken as 0 

and URLs with http was taken 1 (phishing).  

 Count number of digits in URL: 

 A digit count was taken in the URL and added to the 

dataset. 

 Count number of letters in URL:A letter count was 

taken in the URL and added to the dataset. 

 Check for shortening services: 

 Phishing URLs are longer than normal URLs, therefore 
they are often hidden with shortening services. 

Shortening services such as 'bit.ly, goo.gl, shorte.st, 

go2l.ink, x.co, ow.ly, t.co, tinyurl, tr.im, etc was 

checked. 

 Check for IP addresses: Check whether the URL 

contained any IP address. 

 

 SQL injection Detection 

 

 Data Preprocessing 

Two data sets were taken initially. Dataset number 1 

had a shape of (30919, 4). During the check for null or 

missing values this set had some missing or null values and 

there were duplicates found in the dataset. Without 

considering this dataset, dataset number 2 was taken into 
consideration. This had a shape of (30919, 2). During the 

check for null or missing values this set had no missing or 

null values and there were 20 duplicates found in the 

dataset. To make this dataset usable all the duplicated 

values were dropped, which gave a shape of (30907, 2). 

Following shows the head of the dataset which was used to 

create the Machine Learning model for detecting SQL 

injection attacks. Moreover, this dataset had 11378 SQL 

injections and 19529 non-SQL injections. 

 

 Data Vectorization 

In vectorizing the data, CountVectorizer class from 
scikit-learn library was created. This class had minimum 

frequency threshold of 2 (min_df=2) for a word to be 

included or word should appear at least twice will be 

considered, maximum frequency threshold of 80% 

(max_df=0.8) for a word to be included or word which 

appear less than 80% will be considered and stopwords 

such as “the”, “and” “a” in English language in NLTK 

library was used. 

 

 Module Integration 

As the ultimate step, all developed modules; 
Cyberbullying text, image, audio & security, were 

integrated to build the cyberbullying detection Discord bot. 

We used Python programming language to build this bot. 

We followed the following steps to build the integrated 

product: 

  

 Importing necessary libraries and modules 

First we imported Discord API library, Cyberbullying 

text detection pre-trained model, Cyberbullying image 

detection pre-trained model, Cyberbullying audio detection 

pre-trained model, Phishing, SQL injection detection pre-
trained models & traceback module 

. 

 Initializing and loading the machine learning models 

Next, creating instances of each model; Cyberbullying 

text detection model, Cyberbullying image model, 

Cyberbullying audio detection model, Phishing, SQL 

injection detection models were performed. 

 

 Configuring Discord Client and Intents 

Next, we created an instance of Intents with default 

settings. Thereafter we created an instance of Discord client 

using the configured intents. 
 

 Definition of Helper Functions 

In this stage we defined helper functions to check 

cyberbullying texts, images, audio messages, phishing links 

& SQL injection attempts using respective modules. 

Thereafter bad behavior handling; deleting the 

cyberbullying message & sending a warning message to the 
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Discord channel, mentioning the author of the message was 

done. 

 

 Testing & Deployment 

We tested the bot in a controlled environment to 

ensure that it functions as expected and accurately detects 

and handles bad behavior (Alpha Testing). Upon the 

successful completion of alpha testing, User Acceptance 
Testing (UAT) was conducted with the help of peer groups. 

 

In the final step we deployed this bot on a Virtual 

Machine (VM) in Microsoft Azure in order to achieve high 

availability & high performance. Link to the bot is 

embedded as follows: 

https://discord.com/login?redirect_to=%2Foauth 

2%2Fauthorize%3Fclient_id%3D1097930899724709959%

26permissions%3D8%26scope%3Dbot 

 
 Results and Discussion:- 

The following table indicates the accuracy measures: 

 

Table 1 Accuracy Measures & Definitions 

Measure Definition Formula 

Accuracy (A) No. of correctly classified samples divided 

by the total no. of samples in the dataset 

 

 

𝐴 =
𝑇𝑁 + 𝑇𝑃

𝑇𝑁 + 𝐹𝑁 + 𝑇𝑃 + 𝐹𝑃
 

Precision (P) No. of true positives divided by the sum of 
true positives & false positives 

 

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall (R) No. of True positives divided by the sum 

of true positives & false negatives 

 

𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

IoU overlap between the predicted bounding 

box/segmentation mask and the ground 

truth bounding box/segmentation mask 

 

𝐼𝑜𝑈 =
𝐴𝑟𝑒𝑎 𝑜𝑓 𝑂𝑣𝑒𝑟𝑙𝑎𝑝

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑈𝑛𝑖𝑜𝑛
 

F-1 Score (F) Harmonic Mean of precision & recall 
𝐹 = 2 𝑋 

(𝑃 𝑋 𝑅)

(𝑃 + 𝑅)
 

 

 For the text cyberbullying classification, six supervised 

multiclassification models are being trained to make the 

predictions. Random Forest, Decision Tree, SVM, XG 

Boost, Neural Network, and MLP Neural Network are 

being used for training purposes. After training each of 

these models, a random forest with a 0.72 accuracy rate, a 

decision tree with a 0.66 accuracy rate, a SVM with a 

0.76 accuracy rate, an XG Boost with a 0.78 accuracy 

rate, a neural network with a 0.16 accuracy rate, and a 

MLP neural network with a 0.79 accuracy rate are 
generated. Based on the results, the MLP neural network 

is selected as the best model to train and evaluate further. 

 For the image cyberbullying classification, four 

supervised models were trained to make the predictions. 

Logistic regression, Decision Tree, Adam Optimizer & 

Random Forest were used for the training purpose. After 

the model evaluation of each of the above models, Adam 

Optimizer was selected as the best model with 0.99 

accuracy, 0.95 precision, 0.99 recall & a F-1 Score of 

0.97. Range of performance metrics for all classification 

methods are included in table II. 

 

 

Table 2 Various Measures For Each Classification Algorithm 

Performance 

 

 

Classifier 

Accuracy (A) Precision (P) Recall (R) IoU F-1 Score (F) 

Logistic Regression 0.9407 0.9192 0.8826 0.8500 0.9005 

Decision Tree 0.9474 0.9446 0.9034 0.8518 0.9235 

Adam Optimizer 0.9930 0.9481 0.9923 0.8533 0.9696 

Random Forest 0.9486 0.9475 0.9044 0.8588 0.9254 

 

 For the Cyberbullying Audio detection module, we 

trained the models using each of the features for 5 epochs 

and chose the best one using the "Word Error Rate 

(WER)". The WER of each model is as follows: 
 

 Raw signal: 0.9916 

 MFCC: 1.0 

 MFCC and delta values: 0.9905 

 Based on the evaluation results, we selected the "MFCC 

with delta values" feature extraction algorithm, which 

achieved a WER of 0.9905, as the best approach. 

Consequently, we discarded the MFCC and raw signal 
features in favour of the selected algorithm.  
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 Through researching about phishing detection, MLP was 

selected as the best model 

 

 Experimenting with MLP -  MLP gave an accuracy rate 

of 92.9% 

 

 
Fig 2 Confusion Matrix 

 

 Through referring of research work done prior about 

SQL injection detecting, LSTM was the architecture 

which had the most accurate results. Experiments was 
done as shown below to prove and find the best accuracy. 

 

 Experimenting with Logistic Regression - training with 

this model, the accuracy was 93% (0.9378).  

 Experimenting with Naïve Bayes - Naïve Bayes gave an 

accuracy rate of 81% (0.8197), which was not enough 

compared to the other models. 

 Experimenting with Random Forest - Training with 

Random Forest gave an accuracy rate of 92% (0.9262), 

which still lacked accuracy.  

 Experimenting with SVM - SVM gave an accuracy rate 

of 76% (0.7602), which was the lowest among the 
models. 

 Experimenting with LSTM - Experimenting with LSTM 

using a Recurring Neural Network architecture gave the 

highest accurate result of 99% (0.9948) 

 

 
Fig 3 Loss and Accuracy Graph of LSTM Mode 

IV. CONCLUSION 

 

Finally, our research presented a complete study on the 

detection and prevention of cyberbullying, phishing assaults, 

and SQL injection using machine learning algorithms applied 

to various types of online information, such as text, photos, 

and audio. Our study emphasises the significance of effective 

detection and mitigation measures to protect individuals, 
organisations, and online communities in the face of a rising 

cyber threat landscape. 

  

We investigated existing research efforts in 

cyberbullying, phishing, and SQL injection detection and 

prevention using an exhaustive literature study. Various 

machine learning algorithms and feature extraction 

techniques were investigated, demonstrating the variety of 

ways to combat these cyber threats. The methodology section 

described our proposed models for detecting cyberbullying, 

phishing, and SQL injection using supervised learning 

methods, image processing techniques, and textual and 
syntactical analysis. 

  

The evaluation findings showed that our models were 

excellent at detecting and classifying cases of cyberbullying, 

phishing assaults, and SQL injection vulnerabilities. The 

models were highly accurate and robust, allowing for timely 

interventions and preventive efforts to reduce the risks 

associated with these threats. In addition, we tackled the 

issues of detecting phishing and SQL injection in non-textual 

media, presenting algorithms for detecting phishing images 

and SQL injection in audio format. 
  

Our research adds to the field of cyber threat 

identification and prevention by utilising machine learning 

techniques and analysing various types of internet material. 

The presented models show promising results in terms of 

improving overall cybersecurity and establishing safer digital 

environments. It is vital to emphasise, however, that the 

evolving nature of cyber threats requires ongoing research 

and development of detection systems in order to 

successfully resist emerging attack vectors. 

  

Future research should concentrate on improving the 
proposed models, discovering new data sources, and adding 

advanced machine learning algorithms and deep learning 

approaches. Collaboration among researchers, industry 

professionals, and policymakers is also essential for 

developing comprehensive cybersecurity measures that 

protect individuals and organisations from cyberbullying, 

phishing assaults, and SQL injection vulnerabilities. 

  

Finally, our research demonstrates the promise of 

machine learning-based approaches in addressing cyber 

threats as well as the importance of continued research and 
collaboration in order to stay ahead of criminal actors. We 

can create a safer and more secure digital environment for all 

users by harnessing these strategies. 
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