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Abstract:- Sugarcane is an important cash crop 

worldwide, and disease outbreaks can cause significant 

economic losses. Early detection and timely management 

of sugarcane diseases are crucial for maintaining crop 

yield and quality. In this project, we propose a deep 

learning-based approach for sugarcane disease 

prediction using transfer learning and Adam optimizer. 

We utilized pre-trained models, including AlexNet, 

VGG16, VGG19, MobileNet, DenseNet, ResNet50, and 

EfficientNet, to train our model on sugarcane disease 

images, including Red Rust, Red Rot, Bacterial Blight, 

and Healthy Crops. The proposed model achieved high 

accuracy and performance, with ResNet101 

outperforming other models. The project demonstrates 

the effectiveness of transfer learning in improving the 

classification of sugarcane diseases. The developed 

system can assist farmers in early detection and timely 

treatment of sugarcane diseases, thus increasing crop 

yield and reducing losses. 
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I. INTRODUCTION 
 

Sugarcane is one of the world's most important crops, 

which accounts for a significant portion of the world's sugar 

supply. However, sugarcane cultivation is vulnerable to 

several kinds of diseases, which can have a substantial 

influence on crop yield and quality.  Traditional disease 

detection and diagnosis techniques are frequently time-

consuming and labor-intensive, necessitating professional 
knowledge and training. As a result, there is a rising interest 

in creating automated methods for detecting sugarcane 

disease utilizing modern technologies such as deep learning. 

However, detecting sugarcane diseases in person would be 

difficult due to the variety of diseases observed in 

sugarcane, like Red Rot, Red Rust, and Bacterial Blight, 

each of which have been researched in this research project. 

While there would probably be numerous indications of 

other forms of diseases, it would be difficult for a man to 

detect such diseases in a vast area of crops, and by the time 

such diseases were identified, it might be too late for the 

farmer to dispose of impacted crops. So, technology would 
be beneficial for them to identify diseases in time by first 

analyzing how healthy crops look and how crops look when 

infected with diseases such as red rot, red rust, and Bacterial 

Blight, and then using transfer learning and various CNN 

algorithms to predict whether the crop has been infected by 

the following diseases using image datasets captured from 

the fields.  
 

Deep learning and transfer learning can help improve 

the accuracy and efficiency of sugarcane disease detection 

in this situation. Transfer learning allows for the reuse of 

previously trained models, decreasing the requirement for 

vast amounts of training data and speeding up the 

construction of illness prediction models. 
 

II. PROBLEM STATEMENT 
 

Sugarcane diseases can have a major negative 

influence on crop yield and quality, resulting in financial 

losses for farmers and the sugar industry. Traditional disease 

prediction techniques rely on manual inspection by 

specialists, which can be time-consuming and subject to 

human error. Therefore, a reliable, automated approach is 

required for the early identification and diagnosis of 
illnesses affecting sugarcane. 

 

Objectives of the proposed system are: 

 Evaluate the performance of a pre-trained deep learning 

model for transfer learning on sugarcane disease image 
datasets. 

 Create and improve a deep learning model for predicting 

sugarcane disease using transfer learning and the Adam's 

optimizer. 

 Evaluate the accuracy of the proposed model with 

existing machine learning-based methods for predicting 

sugarcane disease. 

 Demonstrate whether the suggested approach is effective 

in detecting and diagnosing sugarcane diseases early, with 

the potential to increase sugarcane farming's efficacy and 

output. 
 

III. LITERATURE SURVEY 
 

Various machine learning and deep learning models 

and approaches have been used in earlier attempts to build a 

sugarcane disease prediction model, and each attempt 

served a particular goal. Militante et al. [1] developed a 

method in which the author classified photos of sugarcane 

leaves into four groups using CNN, which is separated into 
seven different categories: healthy, red rot, leaf scald, and 

false smut. In order to train and evaluate CNN, they 

collected a dataset of 4,800 photos of sugarcane leaves. 

During training with 60 iterations, the model correctly 

classified photos of sugarcane leaves with an accuracy of 

96.6% and a validation accuracy of 95%. Militante et al., 

2019, [2] proposed a technique in which they have used an 

adaptive aspect of deep learning which uses CNN’s 

predictions to update the dataset used for training to 

improve its accuracy over time as it is exposed to more 

images. The model can detect multiple diseases at same 

time. The highest validation accuracy of 95.40% obtained 
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over 40 epochs using VGG Net model, Le Net model 

achieves the rate of 93.65% and Strided Net model achieves 
90.10%. 

 

Rajesh and Gowri [3] The following model employs 

SVM (Support Vector Machine) for rainfall prediction and 

makes use of Naive Bayes in order to forecast sugarcane 
production. SVM, however, provides the greatest outcome 

with greater accuracy for disease identification. Naive 

Bayes predicts crop disease with an accuracy of 61.21%, 

KNN predicts it with an accuracy of 83.64%, SVM predicts 

it with an accuracy of 83.64%, and Random Forest predicts 

it with an accuracy of 82.62%. It is a web-based model that 

makes predictions based on historical data. 
 

Malik and Shadab [4] The suggested model has used a 

dataset of five sugarcane plant diseases from various 

Karnataka locations. On photos gathered from internet 

sources, models that trained to their highest accuracy of 

93.40% and 76.40% were successful. Faster R-CNN and 

YOLO are two separate object detection methods that are 

employed. On the test set, their average precision score was 

58.13% for the two of them.  
 

Amarasingam and Narmilan [5] In the suggested 

model, deep learning algorithms are utilized to detect white 

leaf disease in crops. The author used an unmanned aerial 

vehicle to acquire RGB imagery of sugarcane. Detection 
Transformer, YOLOv5, YOLOR, DETR, and Faster R-

CNN are all used in the suggested model. Yolov5 beat other 

models, according to the data, reaching precision of 0.95 

and accuracy of 95%, 92%, 93%, and 79%. The detection 

performance of DETR is the worst for metric values of 77%, 

69%, 77%, and 41% accuracy. 
 

IV. RESEARCH GAP 
 

Militante et al. [1] The 96x96 resolution would present 
some issues while analyzing and training the system in this 

case, which would eventually lead to some inaccuracy. The 

model is not being used for huge farms. 
 

Militante et al., 2019, [2] It would take more time to 

predict and train the model because the model just uses a 

few CNN algorithms and does not use many other CNN 

algorithms or optimizers. 
 

Rajesh and Gowri [3] SVM and Naive Bayes are 

frequently used for disease prediction, but this approach is 

useless since the model must first be able to identify the 

disease; prediction should then be the following step. SVM 

and Naive Bayes only train for small to medium large 

datasets. Moreover, it is less accurate at predicting and 

detecting disease.  
 

Malik and Shadab [4] It would not be appropriate to 

trust some of the photographs because they were 

downloaded from the internet, and since object detection 

algorithms are utilized, it is possible that the model will 

occasionally identify the wrong thing. For the test set, the 

precision score is too low. 
 

Amarasingam and Narmilan [5] Since the photographs 

were captured by an unmanned aerial vehicle (UAV), it's 
likely that the model might mistake some other crop leaves 

for sugarcane leaves. Additionally, because YOLOv5 is 

employed, the model only addresses one specific condition, 

which implies that training would require a significant 

amount of time. 
 

V. PROPOSED SYSTEM 
 

Introducing a model which can predict and detect 

disease in sugarcane crops will help farmers improve crop 
yield and quality more quickly, safeguarding them from 

financial and other losses in the long run. It will additionally 

help the sugar industry through assisting it in increasing the 

quantity and quality of its sugarcane products. This system 

uses transfer learning and the Adam optimizer to predict 

sugarcane disease using deep learning. In order to 

effectively identify the type of disease, our system will 

make use of the strength of deep learning algorithms to 

automatically learn the pertinent features and patterns from 

photos of infected sugarcane leaves. 
 

The suggested method makes use of picture datasets 

related to sugarcane disease and a pre-trained deep learning 

model for transfer learning. To enhance the model's 

performance for predicting sugarcane disease, the Adam 

optimizer is used for tuning. The system's performance is 
compared to that of other machine learning-based methods 

using a sizable and varied dataset of photos depicting 

sugarcane disease. The suggested method offers precise and 

timely predictions for disease management, which has the 

potential to revolutionize sugarcane disease detection and 

prevention. 

Following concepts are used in this proposed system: 

 Transfer Learning: A method for reducing the quantity 

of training data and time by using a pre-trained deep 

learning model as the basis for training a new model on a 

related task. 

 Deep Learning: A subset of machine learning use multi-

layered artificial neural networks to automatically identify 

the pertinent features and patterns in input data. 

 Convolutional Neural Network (CNN): A specific class 

of neural network created especially for problems 

involving picture classification. For automatic feature 

extraction from the input images, CNN's use 

convolutional and pooling layers. 

 Adam optimizer: A popular optimization approach for 

deep learning model training. It enhances the 

effectiveness and speed of the training process by 
adjusting the learning rate of the model based on the 

gradient of the loss function. 
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Fig. 1: Flowchart of disease detection  

 

VI. ARCHITECTURE AND FRAMEWORK 
 

 
Fig. 2: Block diagram of the system 

 

 User: The system receives the user's input during the first 

phase. Red, green, and blue are the three-color channels 

present in the RGB format of the photographs. 

 Preprocessing: Preprocessing is done on the input images 

to get rid of any noise or artifacts that could hinder the 

performance of the deep learning models. 

 Data Augmentation: Data augmentation techniques are 

used to create new images from the original ones by 

applying various transformations, such as rotations, flips, 

and zooms, to increase the diversity of the training data. 

 Pre-trained Convolutional Neural Network: To extract 

characteristics from the input photos, a pre-trained CNN 
model is utilized. The CNN has been trained on a sizable 

image dataset, and the feature representations it has 

discovered can typically be used for a variety of computer 
vision tasks. 

 Feature Extraction: In order to create a more condensed 

representation of the input images, the features recovered 

from the CNN are subsequently passed through a number 

of fully connected layers. Transfer Learning: The 

associated layers of the sugarcane disease prediction 

model are initialized using the pre-trained CNN model 

weights. Compared to training the model from scratch, 

this enables faster training and improved performance. 

Knowledge: In order to reduce the training time of the 

dataset, the transfer learning model uses knowledge that is 
already stored in the database of prior datasets. 

 Prediction: Utilizing the learned model to make 

predictions on fresh input photos is what the architecture's 

final stage entails. 

http://www.ijisrt.com/


Volume 8, Issue 6, June 2023                   International Journal of Innovative Science and Research Technology 

              ISSN No:-2456-2165 

 

IJISRT23JUN2073                                                  www.ijisrt.com                                                                        2771   

TensorFlow and Keras are just two examples of deep 

learning frameworks that can be used to build the 
proposed system. An illustration of a potential framework 

for the system is as follows: 

 TensorFlow: TensorFlow is a Google-developed, open-

source deep learning framework. For creating and training 

deep neural networks, it offers a complete set of tools and 

APIs, including pre-built models for transfer learning and 

optimization techniques like Adam optimizer. 

Additionally, TensorFlow lacks support for distributed 

training across multiple GPUs or CPUs, which would 

make training quicker and more effective. The suggested 

method uses TensorFlow and uses the Adam optimizer for 

training and pre-built models like Inception or ResNet50 

for transfer learning. Additionally, TensorFlow offers 
tools for data augmentation and image preprocessing, 

making it simpler to get the dataset ready for training. The 

developed model can then be deployed and tested on fresh 

photos. 
 

VII. ALGORITHM AND PROCESS DESIGN 
 

Data Augmentation [5]: Data Augmentation 

encompasses a suite of techniques that enhance the size and 

quality of training datasets such that better Deep Learning 
models can be built using them. 

 

 
Fig. 3: Data Augmentation 

 

Transfer Learning [6]: Transfer Learning is a concept 

which enables trained models to share their knowledge and 

help improve the outcomes. Transfer Learning, thus, is a 

framework of extending the capabilities of known systems to 

understand and share knowledge among tasks. The figure 

highlights the siloed traditional approach where we train a 

separate model for each task. We will get into the details in 

the later sections, meanwhile as shown in the figure, the 

transfer learning setup (as compared to traditional approach) 

leverages knowledge from source tasks to improve upon the 

learning on target task. 

 

 
Fig. 4: Transfer Learning 

 

AlexNet [7]: AlexNet consists of eight layers, 

including five convolutional layers and three fully connected 

layers. The network uses the rectified linear unit (ReLU) 

activation function to introduce nonlinearity and prevent the 

vanishing gradient problem. The network also employs local 

response normalization (LRN) to improve generalization 

performance. 
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Fig. 5: AlexNet 

 

VGG 16[8]: The VGG model stands for the Visual 

Geometry Group from Oxford. The model was very simple 

and had a greater depth than AlexNet. The paper had two 

models with 16- and 19-layers depth. All the CNN layers 

were using 3 by 3 filters with stride and a pad of size 1 and a 

max pooling size of 2 with stride 2. 
 

 
Fig. 6: Vgg 16 

 

ResNet 101: ResNet 101 is a CNN architecture 

developed by Microsoft Research, it consists of 101 layers, 

including convolutional layers, pooling layers, and fully 

connected layers. The key innovation of the ResNet 

architecture is the use of residual connections, which allow 

information to be passed directly from one layer to another, 

bypassing several layers in between. This helps to prevent 

the vanishing gradient problem and makes it possible to train 

very deep neural networks. 
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Fig. 7: ResNet 101  

 

MobileNet [9]: MobileNet is a type of convolutional 

neural network designed for mobile and embedded vision 

applications. They are based on a streamlined architecture 
that uses depth wise separable convolutions to build 

lightweight deep neural networks that can have low latency 

for mobile and embedded devices. Overall MobileNet is a 

powerful and efficient neural network architecture that 

enables real-time processing of images on resource-limited 

devices, making it an ideal choice for various computer 
vision applications such as object detection, image 

classification, and semantic segmentation on mobile devices. 

 

 
Fig. 8: MobileNet  

 

EfficientNet [10]: EfficientNet achieves its efficiency 

by using a combination of scaling techniques, including 

compound scaling, which scales the network depth, width, 

and resolution in a principled way, and a new type of mobile 

inverted bottleneck convolutional block. EfficientNet 

models have achieved models have achieved state-of-the-art 

results on a wide range of computer vision tasks, including 

image classification, object detection, and segmentation. 
 

 
Fig. 9: EfficientNet 
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VIII. DETAILS OF HARDWARE AND SOFTWARE 
 

A. Software Used: 

To build and operate the model, we utilized Google Collab 

Python version 3.11.2 
 

B. Libraries Used: 

To implement various models and algorithms in the 

proposed model we have used some external libraries. 

 NumPy: used for numerical computing and array 

manipulation. 

 Matplotlib: used for data visualization. 

 Scikit-learn: used for data preprocessing, splitting the 

dataset, and evaluation of the model. 

 Keras: used for building and training the deep learning 

model. 

 Pandas: used for data manipulation and analysis. 

 

IX. EXPERIMENTAL RESULTS 
 

 
Fig. 10: DenseNet Accuracy 

 

 
Fig. 11: ResNet50 Model 

 

 
Fig. 12: ResNet101 Leaf 
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Fig. 13: ResNet101 Diseases 

 

 
Fig. 14: ResNet101 Model Accuracy 

 

 
Fig. 15: Res Net101 Model Loss 

 

 
Fig. 16: Efficient Net Model Accuracy 
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Fig. 17: Rust Disease Prediction 

 

 
Fig. 18: Rot Disease Prediction 

 

 
Fig. 19: Model Accuracies Comparison 
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X. CONCLUSION 
 

In conclusion, the proposed sugarcane disease 

prediction system using deep learning and transfer learning 

has shown promising results in detecting and classifying 

sugarcane diseases. The use of a pre-trained model and 

transfer learning technique has helped in achieving higher 
accuracy with limited training data. The Adam optimizer has 

also played a crucial role in improving the training process 

and reducing the loss. The system has been tested on three 

major sugarcane diseases, namely Red Rust, Red Rot, and 

Bacterial Blight, as well as healthy crop images. The future 

scope of the system includes incorporating additional 

sugarcane diseases, expanding the dataset with more images, 

and improving the interpretability of the model. The system 

can also be integrated with other agricultural systems to 

provide a comprehensive solution for sugarcane cultivation. 

Overall, the sugarcane disease prediction system can be a 
valuable tool for sugarcane farmers and researches to 

identify and mitigate the impact of sugarcane diseases, 

leading to better yields.  
 

XI. FUTURE SCOPE 
 

In future, we plan to add certain things which would 

improve the sugarcane disease prediction model that will 

allow the users to get more accurate results. 

 Expansion of dataset: The current model is trained on a 
limited dataset of four classes (Red Rust, Red Rot, 

Bacterial Blight and Healthy Crop). The system can be 

improved by expanding the dataset to include other 

sugarcane diseases and pest infestations. 

 Model Optimization: The system can be further optimized 

by exploring different deep learning architectures and 

algorithms to achieve higher accuracy and reduce false 

positives. 

 Real-time disease detection: The system can be deployed 

on a mobile platform and integrated with a camera to 

enable real time detection of sugarcane diseases in the 
field. 

 Multi-spectral imaging: multi-spectral imaging can be 

used to capture images at different wavelengths, which 

can provide more detailed information about the health of 

sugarcane crops.  

 Integration with IoT devices: The system can be 

integrated with IoT devices such as sensors and weather 

stations to collect real-time data on environmental factors 

that may affect the growth and health of sugarcane crops. 

 Collaboration with experts: Collaborating with domain 

experts such as agronomists and plant pathologists can 
provide valuable insights and help improve the accuracy 

and effectiveness of the system. 
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