
Volume 8, Issue 6, June – 2023                              International Journal of Innovative Science and Research Technology                                                 

                                                      ISSN No:-2456-2165 

 

IJISRT23JUN1309                                                              www.ijisrt.com                                                            2682 

A Learning Based Approach for Automatic Text 

Document Classification 
 

 
1Ravi Prasad Ravuri 

Application Developer, Sriven Technologies, Ashburn, VA, USA 

 

 

Abstract:-Text documents over Internet, social media 

and in internal applications of various organizations 

such as judiciary are increasing exponentially. Manual 

observation of such documents and classifying them for 

further processing is tedious task. There is need for 

automatic text document classification. Traditional 

heuristics based approaches have limitations to scale up 

to the demand in terms of volumes of input documents. 

To overcome this problem, machine learning (ML) 

techniques are used as they can learn from the training 

data and perform classification. They can also deal with 

large corpus. However, existing ML models when used 

directly their performance gets deteriorated due to lack 

of training quality. In this paper we proposed a 

framework that has a hybrid approach including feature 

selection and also ML models towards leveraging 

prediction performance. Our framework is named as 

Learning based Text Document Classification 

Framework (LbTDCF). We also proposed an algorithm 

known as Intelligent Document Classification Algorithm 

(IDCA) to realize our framework. Experimental results 

have revealed that our framework improves 

classification results with 99.30% accuracy.  
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I. INTRODUCTION 

 

Text documents over Internet, social media and in 

internal applications of various organizations such as 

judiciary are increasing exponentially. Manual observation 

of such documents and classifying them for further 

processing is tedious task. There is need for automatic text 

document classification. Traditional heuristics based 

approaches have limitations to scale up to the demand in 
terms of volumes of input documents. To overcome this 

problem, machine learning (ML) techniques are used as they 

can learn from the training data and perform classification. 

They can also deal with large corpus [1], [2]. It is observed 

that ML models provide a scalable solution to the problem 

in hand.  

 

There are many contributions found the literation based 

on ML methods. In [2] there is deep learning process 

explored for automatic classification of documents 

associated with requests to government from citizens. 
Toxicological abstracts are considered in [5] for automatic 

classification based on the similarity of the content. They 

used deep learning models to achieve this. Intellectual 

property related documents are considered in [8] for 

analysis. They used ML models, deep learning models along 
with AI approaches to gain knowledge from analysis of IP 

records. Fuzzy inference rule based methodology is used in 

[10] for automatic categorization of documents. Their 

research has focused on the web text documents by 

modelling ML and fuzzy logic. Accident prone areas are 

discovered in [13] using text mining process made up of 

NLP and deep learning. An improved CNN model known as 

faster RCNN is used in [15] for identification of complex 

documents and classify them automatically. Other important 

contribution. From the literature, it is observed that there are 

ML and deep learning methods used for text document 

classification. However, NLP and strong feature engineering 
cloud improve classification performance further. Our 

contributions in this paper are as given below.  

 

 We proposed a framework, named Learning based Text 

Document Classification Framework (LbTDCF), that has 

a hybrid approach including feature selection and also 

ML models towards leveraging prediction performance.  

 We also proposed an algorithm known as Intelligent 

Document Classification Algorithm (IDCA) to realize 

our framework. 

 We built an application to evaluate LbTDCF and its 
underlying algorithm. 

  

The rest of the paper is divided into multiple sections. 

Section 2 reviews literature on different existing methods 

used for classification of text documents. Section 3 presents 

our proposed framework that reflects a hybrid approach with 

feature selection and multiple ML models. Section 4 

provides our results on document classification. Section 5 

draws conclusions on our work and provides possible scope 

of future work.  

 

II. RELATED WORK 

 

This section reviews literature on methods of text 

document classification. Scanned health records are 

subjected to classification in [1] for helping healthcare unit. 

It could achieve automatic classification of documents with 

supervised learning process. In [2] there is deep learning 

process explored for automatic classification of documents 

associated with requests to government from citizens. In [3], 

bio-medical documents are considered for processing and 

classification. They exploited different advanced neural 

network based models for document classification and found 
that deep learning showed higher level of accuracy in 

classification. An improved approach based on deep 
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learning is made in [4] for classification of safety reports. 

Their work considered text classification focusing on near-

misses in the text corpora. Toxicological abstracts are 

considered in [5] for automatic classification based on the 

similarity of the content. They used deep learning models to 

achieve this. Text classification methods found in [6] are 

with diversified approaches. They exploited different kinds 

of methods for text classification. Different supervised 
learning approaches are used in [7] for automatic text 

classification. Their study has provided a comparative study 

to ascertain the strength of each ML model.  

 

Intellectual property related documents are considered 

in [8] for analysis. They used ML models, deep learning 

models along with AI approaches to gain knowledge from 

analysis of IP records. In [9] explored different techniques in 

ML and deep learning to solve problems in different 

applications. They found that deep learning techniques 

provide better learning approaches. Fuzzy inference rule 

based methodology is used in [10] for automatic 
categorization of documents. Their research has focused on 

the web text documents by modelling ML and fuzzy logic. 

Clinical notes are considered for their research in [11]. Their 

methodology is to learn from such documents using ML and 

deep learning models along with the process known as 

ensemble for better performance. In [12] considered the 

accident narratives in construction industry to perform 

automatic classification and visualization u sing deep 

learning techniques. Accident prone areas are discovered in 

[13] using text mining process made up of NLP and deep 

learning. In [14] considered open source java applications as 

the text corpora and proposed a methodology for automatic 

categorization of the projects. An improved CNN model 

known as faster RCNN is used in [15] for identification of 

complex documents and classify them automatically. Other 

important contributions include Arabic text classification 
[16], novel feature selection method [17], schizophrenic 

discourse classification [18] and ML optimization method 

[19]. From the literature, it is observed that there are ML 

and deep learning methods used for text document 

classification. However, NLP and strong feature engineering 

cloud improve classification performance further.  

      

III. PROPOSED FRAMEWORK 

 

We proposed a framework that has a hybrid approach 

including feature selection and also ML models towards 

leveraging prediction performance. Our framework is named 
as Learning based Text Document Classification Framework 

(LbTDCF). We also proposed an algorithm known as 

Intelligent Document Classification Algorithm (IDCA) to 

realize our framework. Figure 1 shows the proposed 

framework that has both feature selection process and also 

document classification. The framework takes text corpora, 

pre-processes it and divides it into training and test 

documents.
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Fig  1 Learning Basedtext Document Classification Framework (Lbtcf)  
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 The framework has support for NLP where it makes use 

of techniques like removal of stop words and 

lemmatization to improve quality of training data. 

Feature selection is carried out to improve predication 

performance of classifiers. TF-IDF is a vectorization 

method that helps in data representation which is crucial 

for feature selection. Word embedding is also used to 

select features to make the pre-processing must stronger. 
TF-IDF computation is as expressed in Eq. 1.  

 

𝑊𝑖,𝑗  =  𝑡𝑓𝑖,𝑗  ×  Log (
𝑁

𝑑𝑓𝑖
)                                                         (1) 

 

 Where 𝑡𝑓𝑖,𝑗  denotes number of occurrences of i in j, 𝑑𝑓𝑖  

denotes number of documents containing i and N 

indicates total number of documents. After feature 

engineering ML models are trained and used for 

document classification. Naïve Bayes technique is one of 

the ML models used. It has based on Bayes theorem.  
 

P(c x⁄ )  =   
P(x c⁄ )P(C)

P(x)
                                                                  (2) 

 

 As in Eq. 2, it involves different aspects like likelihood, 

class prior probability, predictor prior probability and 

posterior probability. This can be further modelled as in 
Eq. 3. 

 

𝑃(𝑐 𝑥⁄ )  =  𝑃(𝑥1 𝑐⁄ ) × 𝑃(𝑥2 𝑐⁄ ) × ⋯ 𝑃(𝑥𝑛 𝑐⁄ ) × 𝑃(𝑐)      (3) 

 

 Logistic Regression is a statistical model which models a 

binary dependent variable by using a logistic function. It 

is also known as sigmoid function which is as given in 

Eq. 4.  

 

F(x) = 
1

1+𝑒−𝑥= 
𝑒𝑥

𝑒𝑥+1
                                                                    (4) 

 

 This function helps the model to obtain values required 

by binary classification. If p(x), an unbounded linear 

function, is assumed as linear function, probability is 

denoted by p which ranges from 0 to 1.  To solve the 

problem, let log p(x) is a linear function and log p(x)/(1-
p(x)) is expressed as in Eq. 5. 

 

Log
𝑝(𝑥)

1−𝑝(𝑥)
= 𝛼0 + 𝛼. 𝑥                                                           (5) 

 

 Once the problem of p(x) is solved, it can be expressed 

as in Eq. 6.  

 

P(x) = 
𝑒𝛼0+𝛼

𝑒𝛼0+𝛼+1
                                                                 (6) 

 

 In order to make logistic regression as a linear function 

there is need for a threshold which is set to 0.5 and rate 

of misclassification is minimized.  

 

 RF is the model based on the generation of number of 

trees from the data and have an explicit ensemble. SVM 

is another model which has discriminative power in 

classification tasks based on its hyperplane phenomeno

 

Algorithm:Intelligent Document Classification Algorithm (IDCA) 

Inputs: 
Dataset D 

Pipeline of ML models M (include NB, LR, RF and SVM) 

Output: 
Classification results R 

 

1. Begin 
2. D’DatePreProcess(D) 

3. (T1, T2)DataSplit(D’) 

4. FExtractFeatures(T1) 

5. Initialize knowledge models map K 

6. For each model m in pipeline M 

7. modelTrainTheCurrentModel(m, F) 

8.    Add m and model to K 

9. End For 

10. FExtract Features(T2) 

11. For each entry k in K 

12.    For each test instance t in T2 
13. rClassifyDocument(k.m, F, t) 

14.    Update R with r 

15. End For 

16. End For 

17. Return R 

18. End 
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 Algorithm 1: Intelligent Document Classification 

Algorithm (IDCA):- 

Algorithm 1 presents the proposed algorithm. It takes 

AG Corpus dataset that contains text documents as input. It 

performs pre-processing using NLP techniques and then 

split the data into training and test documents. It also takes a 

pipeline of ML models that exploit feature selection in order 

to improve classification performance. There is an iterative 
process to train all the models. Then the testing phase 

involves classification of each document is classified by 

each ML model and the classification results are provided. 

Accuracy is the metric used as expressed in Eq. 7 for 

performance evaluation.  

 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                           (7) 

 

Accuracy metric helps in computing the percentage of 

correct predictions in terms of documents belonging to 

specific classes.  

 

IV. EXPERIMENTAL RESULTS 

 

An application is built to evaluate our framework and 

algorithm. The dataset is taken from [20]. It has different 

categories of documents associated with news. It has 7600 

test samples and 120000 training samples. This section 
presents our experimental results.  

 

 
Fig 6 Document Classification Performance of RF 

As presented in Figure 6, our methodology when used with RF has given its accuracy and also loss function values. 

 

 
Fig 7 Document classification performance of SVM 

As presented in Figure 7, our methodology when used with SVM has given its accuracy and also loss function values. 
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Table 1 Performance Comparison 

As presented in Table 1, the IDCA algorithm when used with different classification models showed its accuracy.

 

 

 
 

 

 

 
Fig 8 IDCA Performance With Different ML Models 

 
 

IDCA is an efficient algorithm that has feature selectin 

and also exploits multiple ML models. When this algorithm 

is used, instead of using an ML model directly, there is 

performance improvement in the text document 

classification. When IDCA is used with NB model, the 

accuracy is recorded at 94.39%. IDCA with LR showed 

better performance over IDCA with NB with 96.48% 

accuracy. IDCA with RF and IDCA with SVM showed 

better performance other the preceding two models. 

Accuracy of RF with IDCA algorithm is 99.25% while 

IDCA with SVM outperformed all the models with highest 
accuracy 99.30%.  

 

 

 

 

 

V. CONCLUSION AND FUTURE SCOPE 

 

In this paper we proposed a framework that has a 

hybrid approach including feature selection and also ML 

models towards leveraging prediction performance. Our 

framework is named as Learning based Text Document 

Classification Framework (LbTDCF). We also proposed an 

algorithm known as Intelligent Document Classification 

Algorithm (IDCA) to realize our framework. It performs 

pre-processing using NLP techniques and then split the data 

into training and test documents. It also takes a pipeline of 
ML models that exploit feature selection in order to improve 

classification performance. There is an iterative process to 

train all the models. Then the testing phase involves 

classification of each document is classified by each ML 

model and the classification results are provided. 

Experimental results have revealed that our framework 
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improves classification results with 99.30% accuracy. In 

future, we intend to improve our framework with deep 

learning models.  
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