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Abstract:- The papers that we are surveying have many 

methods that have been presented with different solutions 

for autonomous driving. One of the few novel 

representations helps in proving the reasoning for 

imitation learning in a certain scene where the cameras 

are used to highlight a certain location which coordinates 

to waypoints and semantics. In this method the camera 

follows the car and will show the waypoints at a certain 

distance ahead of the car at all times while the car is 

moving. The papers have used attention fields to 

compress two-dimensional images with features which 

are best suited for cognitive processing on a discrete 

aspect of information or in other words obstacles that 

may appear in front of the car. Therefore, the other 

model being a Multi-Modal Fusion Transformer is used 

to combine two separate datasets such as image data and 

topography data from cameras and distance sensors 

respectively using attention mechanism. This helps in 

integrating image data and the topography data that is 

being received through the camera and distance sensors. 

The distance sensor maps the surface of all the 

surroundings where the car is being driven. 

 
Keywords:-  End-to-End Autonomous Driving, Transformer, 

2D Imaging, Self-Attention Model, Imitation Learning. 

 

I. INTRODUCTION 

 

Through this survey we have noticed the workings of 

high-performance, Aautonomous driving models using self-

attention models. One of the models continuously maps 

obstacles and  locations in a certain view where it will 

continuously follow the car and determine the waypoints 

which are ahead of the car and report the coordinates and the 

position of the obstacle that is front of the vehicle. The second 
model, a Multi-Modal Fusion Transformer, helps combine 

two separate datasets that are gathered for the model training 

such as image and topography representations through 

attention mechanisms. Through these research papers, we saw 

different ways that can be used to counter problems such as 

BEV semantic prediction and vehicle trajectory planning from 

the inputs that we will be getting through cameras and lidar 

sensor. Since the model with BEV sematic view is flexible in 

input modalities and output supervisions, it is combined with 

reinforcement learning for adjusting weights to counter any 

errors that may hinder the model’s performance. It also 

demonstrates the imitation and certain learning policies based 

on these novels that provides us with the solutions on how to 

deal with complex scenarios such as Traffic Control for 

multiple vehicles, multiple vehicle movements at uncontrolled 

intersections from various directions, pothole detection and 

speed breaker detection. We have also noticed development of 

counter measures to certain problems mentioned before so 
that the model does not under perform in these scenarios. We 

have learned about the measures to check and validate the 

accuracy of these models which were used in many different 

environment settings with multiple complex scenarios using a 

simulator to drive the framework. 

 

Through the research paper we discovered that 2 sensors 

cameras which projects different waypoints and LiDAR or 

other Distance Sensors are being used to gather the data.  

With the camera, image data can be obtained and with LiDAR 

and distance sensor the topographic data can be obtained. 
With two significant data sources they are used as the input 

through the transformers and to the convolutional neural 

network using the models. After pre-processing the dataset 

and training the models, network computer commands are 

obtained and the performance is measured through a metric 

score. 

 

Output representation – Prediction of the vehicle 

movement and trajectory in a semantic space representation in 

accordance with the current coordinates of the vehicle. 

 

II. LITERATURE SURVEY 
 

 Implicit Scene Representations 

Using neural implicit scene representation for 

classifying the geometry or the topography or the surface of 

the area where the car is moving. These methods depicts that 

the surfaces or the area of the topography is considered as the 
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limit for the neural classifier. They have been applied for 

representing the different object dynamics and general 
lighting properties. In the papers, we have surveyed that there 

are two important detection methods to be used which are 

object detection and lane detection. In the object detection 

method, in which we obtain high-resolution scene 

representations while remaining in a stable condition. Now for 

it we have seen that using of cameras will be beneficial. For 

which there will be one camera being used as a bird eye view 

for detecting speed breakers and potholes. While we will have 

other 3 cameras on the left, right and the centre of the model 

for giving us the constant memory footprint of the image data. 

The other method we have examined and that can be used is 

lane detection. For that the vehicle will be constantly be 
checked whether the model have followed the lane and 

changed its position only if it is required.  While surveying it 

was noticed that one of the models is provided by the same 

properties after the examination and will check the error 

between the predicted outputs and the expected output and 

minimize the errors using neural approximation for creating a 

better learning environment for the model for autonomous 

driving tasks. 

 

 End-To-End Autonomous Driving 

Certain learning based methods used Autonomous 
Driving are still under research. It has been used for driving 

with an advanced in an important way and is currently used 

in multiple complex scenarios in real world. Those 

approaches we examined were the waypoints predictions and 

the others approaches were to directly able to the predict 

vehicular control. While other methods that we had examined 

were the method of learning-based driving method which 

includes features such as affordances and the Reinforcement 

Learning. This method could surely benefit from an encoder 

which projects image data in a specified semantic view. So, 

in this work, we examined that we can apply this encoder for 

image gathering and improve Imitation Learning based 
autonomous driving. 

 

 BEV Semantics For Driving 

BEV Semantics or also known as bird’s eye view uses a 

top-down view of a street as it gives a close to accurate 3D 

perception of a route/street which are essential for 

autonomous driving related task. It generally gives a three-

dimensional layout of the area where the vehicle is present. 

This gives a rough projection of the three-dimensional space 

which is later used to detect obstacles in front of the car 

during complex scenarios. For example, (LBC student-
teacher model) a teacher uses bird’s eye view representation 

to learn driving, the generated input is the used to supervise a 

student aiming to perform the same task but only using 

images. By doing so the system achieves a performance 

boost which deems it slightly better than the previous 

CARLA versions, showcasing the benefits of BEV 

representations. 

 Imitation Learning 

Imitation Learning learns a policy which is basically a 
network computed command. It essentially imitates the 

behaviour of an expert or a human behaviour. In imitation 

learning, a policy basically means mapping from various 

inputs such as BEV or other similar representations and 

topography of the area which is projected in a layout format to 

waypoints that are provided to transformer as a common input 

and send to Multi-layer perceptron which acts as a separate 

controller. One of the approaches of the imitation learning is a 

supervised learning method called Behavior cloning. Through 

this we are deriving Dataset ‘D’ of size ‘Z’. 

 

                            
 

which consists of high-dimensional observations of the 

environment ‘X’ and the corresponding expert trajectory, 

defined by a set of 2D waypoints ‘W’ in BEV space, i.e., 

 

                
 

The specific semantic view representation that is being 

sought uses the cameras in the vehicle to pin-point the 

coordinates of the vehicle. The policy, which are basically 

network computed commands are trained through supervised 

learning method using  data ‘D’ with the loss function L. 

 

In this observation, we see the use of cameras for 

gathering image data and the use of distance sensors for 

gathering topography data for a single time frame ‘t’. The use 

of single time frame as input is more beneficial on imitation 

learning for autonomous driving because surveying from 

other research papers and reports have concluded that data 
collected from previous observation or reports may not be 

helpful if the model is to gain in performance. We have seen 

the use of ‘L’ which is the loss function and states the 

distance between the predicted movement of the vehicle and 

the expected movement of the vehicle ‘W’, as the loss 

function. 

 

 

 Multi-Modal Fusion Transformer 

The main idea of a multi-modal fusion transformer is 

the self-attention mechanism which allows the model to 
select the desired features automatically for the autonomous 

driving framework. The idea is to generate a layout format of 

the topography or the area in which the car is being driven 

using LiDAR. The LiDAR uses a near-infrared laser to map 

the topography it is scanning. The transformer takes input of 

both the images data collected using cameras and the 

topography data using LiDAR or other Distance sensors. 

Such inputs are considered as tokens to get a feature vector. 
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Fig 1 Architecture 

 

 Waypoint Prediction Network 

Waypoint prediction network is constructed in a way where we are able to determine various obstacles which are in front of 

the vehicle. The waypoints are generally coordinates of the obstacles that appear in front of the vehicle and is continuously 

mapped in real time. The data gathered from the cameras and the distance sensors are combined and passed to the fusion 

transformer which in turn transfers the input in the form of ResNet to the multi-layer perceptron.  After passing it to the multi-

layer perceptron, the model is trained and the network computed commands are generated which performs the autonomous driving 

tasks. 

 

 
Fig 2 This figure represents an overview of one of the systems of the autonomous driving framework and it’s working using Deep 

imitation learning and object tracking. Through this we are deriving certain policies for driving tasks. 
 

 Loss Function 

At last, we can train the network using an ‘L’ loss function which will actually show the difference between the predicted 

output and the expected output after model testing, from the data which was being used and the current coordinate of the vehicle. 

So now we can use the variable ‘w_t’ to represent the prediction output with the time frame ‘t’. And then we can also use the 

variable ‘w^gt_t’ to represent the expected output for the time frame ‘t’. Then the loss function that will be calculated using the 

summation of both values and can be represented in the mathematical representation which is given as follows: 
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 Task 

We have seen the use of CARLA(version 0.9.10) to run the navigation simulation along predefined routes. A sequence of 

sparse GPS locations defines the routes on which the simulations will run. An agent needs to complete the route while registering 

dynamic background agents(eg. pedestrians, cyclists, vehicles) and traffic rules. Each of the route may contain several 

scenarios(eg. Multiple vehicular movements at uncontrolled intersections, vehicles jumping red lights or breaking traffic rules by 

not detecting the traffic signs, sudden appearance of pedestrians or other obstacles while the car is moving). 

 

 
Fig 3 Modules in an autonomous driving pipeline. 

 

 Metrics 

Through various research papers, we have deduced some of the metrics that can be used to judge the performance of the 

autonomous driving framework such as Route completion score, Infraction Score and Driving Score. If we consider one particular 

route, the route completion can be calculated by checking the percentage of the total distance completed by the vehicle from the 

start to the end of a particular route. During this, the framework will also be judged based on how many times did it break the 

traffic rules and at what moment was it not able to deduce a solution to the problem. The Infraction score can be calculated by 

how many times has the vehicle deviated from the lane, traffic sign violation and various other violations caused during the 

driving. However, the driving score can be calculated as the route completion metric is weighted by the infraction score for that 

particular route. Similarly, the metrics can be calculated for all other routes with different environments. After calculating the 

mean of all the metrics for all the environments, a report can be generated to formulate the standard deviation and mean after 

conducting internal evaluations on the models individually multiple times. 
 

 
Fig 4 This figure shows the pipeline or the framework that is being used to create an autonomous driving model. 
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III. COMPARISION TABLE 

 
The comparison table has been made to demonstrate and compare the working and the methodologies of different research 

and journal papers that have been used in this survey. Through this we were able to analyze and conclude the best possible 

approach for end-to-end autonomous driving. The papers have briefly discussed and shown their approach to solve multiple 

complex scenarios and how best to enhance the model’s performance. 

 

Table 1 Comparision 

Author, year Title Remarks 

J. Janai, 2017 Computer vision for autonomous 

vehicles: Problems, datasets and state of 

the art 

In this paper, we analyzed the performance of the 

autonomous driving model using simple computer vision 

framework on several benchmarking datasets, including 

KITTI, MOT, and Cityscapes. We are checking the 

overview of datasets for the model by making perception 

training as the primary focus of the dataset. Then we noted 

updates on the object detection, reconstruction, and scene 
understanding techniques to create algorithms to counter 

the problems. To solve these problems, we see that the 

paper uses an interactive online tool which form a mental 

image of the surveyed papers which also consists of an 

interactive graph and some additional information to be 

used in it. 

 

A. M. López, 2017 Computer Vision in Vehicle Technology: 

Land, Sea & Air. Hoboken 

In this paper we have examined that the author uses 

computer vision framework for driver assistance and 

robotic navigation. Computer Vision is being used in the 

field of autonomous driving more than ever. It is heavily 

used in drones and cars for moving the vehicle and 
projecting the trajectory. It is also constantly being used in 

the area of research and development for multiple 

applications and also for major developments in 

technology. 

H. Xu, 2017 End-to-end learning of driving models 

from large-scale video datasets 

In this paper we analyzed the learning of motion of the 

vehicle using data gathered from cameras. The data is 

based on the video format at certain fps. This helps in 

training the end-to-end framework of the autonomous 

driving model. The model uses a novel FCN-LSTM 

framework, that can be extracted from vehicle motion data 

and use these data for scenic segmentation which is 
essential for improved performance. A large-scale dataset 

is essential to train the driving behavior and will also help 

in predicting driver action on multiple environments and 

conditions. 

B. Yang, 2018 Real-time 3D object detection from point 

clouds 

In this paper we have examined the recent approach of 3D 

object detection in real time which is PIXOR. This is the 

object detection which make the full use of 2D BEV 

representation in a maximum productivity with minimum 

wasted efforts. The two datasets on which the PIXOR runs 

are KIITI benchmark and a real time 3D vehicle detection 

dataset. The datasets that is being presented shows that the 

proposed detection architecture surpasses other methods in 
terms of Average Precision (AP) which deems it slightly 

better in terms of model accuracy, while still running on 

more than 28 FPS. 
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Yilun Chen, 2019 Attention-based hierarchical deep 

reinforcement learning for lane change 

behaviors in autonomous driving 

In this paper we have examined that the author designs a 

Deep Reinforcement Learning algorithm to learn lane 

changing behaviors of a vehicle in closed or different 
traffic environment. The author shows a method for 

learning the different driving policies into a single model. 

They also 

Help the above method by using the image data for 

improving the accuracy for the model to work. They also 

work on to apply spatial attention to the Deep 

reinforcement Learning architecture. This helps the vehicle 

adapt and look around it’s area of trajectory for other 

vehicles and determines the lane changing behavior based 

on the current traffic condition. The experiments are 

conducted in the TORCS simulator and the results have 
been proven to be better than other deep reinforcement 

learning frameworks that perform similar lane changing 

feature. 

E. Santana, 2017 Learning a driving simulator In this paper, we have examined that the authors illustrate 

one of CommaAI’s research approaches for driving 

simulation. One where they learn to simulate. Here the 

authors try to investigate and work on the variational 

autoencoders with classical and learned cost functions using 

the generative adversarial networks for embedding road 

frames. Afterwards, a transition model is learned in the 

embedded space using action-conditioned Recurrent Neural 

Networks (RNNs). It then shows that the approach can be 
kept predicting realistic looking video for several frames 

despite the transition model being optimized without having 

any cost function in the pixel space provided to us. 

Z. Yang, 2018 End-to-end multimodal 

multi-task vehicle control for self-driving 

cars with visual perceptions 

In this paper, we have examined that the authors propose a 

multi-task learning framework to predict the steering angle 

and speed control simultaneously in a simulation 

environment. The first network helps in predicting the 

steering angle with respect to the speed of the vehicle. 

Moreover, the authors then propose a multi-modal network 

to predict speed of the vehicle and steering angles by taking 

previous speeds and visual recordings as input for the 

model. The following experiments are conducted on the 
public Udacity dataset and a newly collected SAIC dataset. 

More on this paper we also check the failure of the vehicle 

to guess the accurate steering angle input data which is then 

used to synthesize new solutions to counter incorrect 

steering input. 

 

IV. CONCLUSION 

 

Through this survey, we have been able to learn about 

certain IL[01] policies. We have been able to comprehend the 

scope of these policies and their uses in end-to-end 

autonomous driving. Few methods that we have been able to 
survey are Waypoint prediction that will use a camera and 

constantly follow the car to generate image data of the road 

ahead of the car for a certain distance in a different scene 

representation. The other method that is being used is a multi-

modal fusion transformer which has as self-attention 

mechanism that uses the input modalities of both cameras for 

the image data and distance sensors for the topography data 

and uses it as a common input for the transformers being used 

for the model. One other method that is being used is 

imitation learning where a policy is generated through the 

model after network computed command is generated. This is 

used by mapping the input modalities to the waypoints from a 

different controller to generate output. All these are just a few 

methods that have been devised to perform end-to-end 

autonomous driving at different places such as uncontrolled 

intersections with multiple vehicles, Pothole detection. It also 

detects vehicles, objects and potholes if there is blind spot in 
the area or if the objects are not visible to the driver. 

 

For data generations, we have seen the use of an expert 

agent on multiple publicly available towns in CARLA. The 

paper evaluates the models with different approaches, which 

consists of various other unknown routes and environment 

conditions. It also conducts an internal evaluation with a 

combination of multiple and various environments. Each route 

has a unique environmental condition, which are a 

combination of various weather conditions(eg. clear, cloudy, 

wet, mid-rain, wet-cloudy etc.) with one of multiple daylight 
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conditions(e.g. night, twilight, dawn, morning, noon, sunset). 

Additional features can also be added to test the model’s 
accuracy over other environments and make navigating 

through these environments more challenging so that the 

scores of model’s can be analyzed and be compared to 

previous results. 
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