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Abstract:- Object detection has revolutionized industries 

like manufacturing, healthcare, and transportation by 

enabling automated object identification and 

classification in images and videos. This paper explores 

cutting-edge architectures like YOLOv3, YOLOv4 and 

YOLOv8, highlighting their remarkable strides in 

accuracy, speed, and robustness. YOLOv8, with its 

balanced performance and ease of implementation, has 

emerged as a leading architecture. However, practical 

challenges like overfitting, data collection difficulties, 

model complexity, and high hardware demands can 

hinder its real-world adoption. 

 

This paper investigates prominent toolboxes like 

MMDetection and Detectron2 to address these 

challenges. Detectron2 provides optimization techniques 

and hardware acceleration strategies to tackle model 

complexity and hardware demands. 

 

The paper also explores deploying YOLOv8 on 

Streamlit/Flask platforms, offering a user-friendly 

interface for interacting with the model and visualizing 

its detections, facilitating integration into web 

applications. Strategies for overcoming deployment 

challenges and achieving optimal performance are also 

discussed. 

 

Looking ahead, the paper investigates data-driven 

pipe detection and classification for enhanced inventory 

management. This promising approach utilizes 

computer vision algorithms to automate pipe 

identification and categorization, potentially 

revolutionizing inventory management practices and 

streamlining operations. 

 

By addressing YOLOv8 implementation challenges 

and exploring promising future directions, this paper 

contributes to the advancement of object detection 

technologies and their transformative impact across 

various industries. 

 
Keywords:- Object Detection, YOLOv8, Pipe Inventory 

Management, Image Processing, Artificial Intelligence, 

Computer Vision, Deep Learning, Object Tracking, Real-

time Object Counting, Automated Inventory Management, 

Pipe Classification. 

 

I. INTRODUCTION 

 

This article proposes a new automated pipe counting 

architecture based on the CRISP-ML(Q) 

methodology[Fig.1]. The CNN architecture is designed to 
Detect & classify the steel pipes in different shapes and 

dimensions. 
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Fig 1 The CRISP-ML(Q) Architecture that we used for this Research can be Seen in the Figure Above 

(Source: Mind Map - 360DigiTMG) 

 

In the Business Understanding phase [Fig.1], we 

identified the business problem of manually counting and 

tracking [10] the number of steel pipes of different 

dimensions and shapes, which is a time-consuming and 

error-prone process that can lead to substantial waste of time 
and cost. Businesses can identify steel pipes of various sizes 

and shapes with high accuracy and efficiency by utilising 

machine learning for automated steel pipe detection and 

classification. This reduces the likelihood of human mistake 

and the need for manual intervention. 

 

In the Data Understanding phase, we explored and 

understood the dataset of steel pipe images with different 

shapes and dimensions [11], and identified the need for data 

cleaning and preprocessing such as noise removal, resizing, 

and image augmentation via techniques such as random 

cropping, flipping, and rotating images. 
 

In the data preparation phase [Fig.2], we pre-processed 

and transformed the data by converting it into images in a 

format of JPG that was suitable for model training. 

Additionally, we divided the data into test and training sets. 

 

 

 

In the Modelling phase [Fig.3], we experimented with 

different machine learning models [5]and model 

architectures to identify the one that performs best on our 

task of automated steel pipe detection and classification. We 

also augmented the training set with additional data to 
improve the model's generalization performance. 

 

Once the model is trained [6], we will evaluate its 

performance on a held-out test set to ensure that it meets our 

requirements. If the model does not meet our requirements, 

we will return to the Modelling phase and make further 

adjustments. 

 

Once we are satisfied with the model's performance, 

we will deploy it to production [13] so that it can be used to 

detect and classify steel pipes in real-time. The model can be 

integrated into a software application or with cameras. 
 

The proposed automated pipe detection system, which 

follows the CRISP-ML(Q) [Fig.1] methodology and focuses 

on modifying and using ML Workflow Architecture for 

machine learning models [Fig.2]., has the potential to 

improve the speed, accuracy, and efficiency of object 

detection, reduce the need for manual labour, and prevent 

the shipment of incorrectly counted materials. This could 

lead to significant cost savings and product loss reductions. 

 

 

http://www.ijisrt.com/
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Fig 2 ML Workflow Architecture Used for the Research - A Detailed Overview of the Deep Learning Pipeline for Object 

Detection and Classification  

(Source : ML Workflow - 360DigiTMG) 
 

II. METHODS AND TECHNIQUES 

 

 
Fig 3 Architecture Diagram: Showcasing the Components and Flow of Data for Automated Pipe Detection  and Classification 

using the CNN Machine Learning Technique  
(Source: ML Workflow - 360DigiTMG) 

 

As depicted in [Fig.3], Building and deploying a 

YOLOv8-based object detection model involves a well-

defined workflow that encompasses data preparation, model 

training, evaluation, and deployment. Let's explore each 

phase of this procedure: 

 

 Data Collection: 

Securing and annotating data form the critical 

foundation for constructing effective machine-learning 

models for pipe detection and classification. These crucial 

steps involve acquiring and preparing the data that the 

models will be trained on, ensuring their ability to 

accurately identify and categorize pipes encountered in real-

world settings. 

 

The data [Table.1] employed in this study was sourced 

directly from a warehouse specializing in steel pipes. This 

comprehensive collection encompasses twenty-one distinct 

categories of pipes, featuring diverse shapes such as square, 

rectangular, and circular configurations. 

http://www.ijisrt.com/
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Table 1 Overview of the Data Used in This Research 

Data Source Client Data 

Data Type Unstructured 

Video Format Mov 

Image Format Jpg 

Raw Images 450 

Image Size 640x640 

Augmented Images 1350 

No. of Train Data 940 

No. of Test Data 410 

Total Data Size 2GB 

 

 Data Preprocessing 

This section details the data preprocessing steps 

undertaken to prepare the dataset for training the 

YOLOv8[5] model for steel pipe detection. 

  

 Image Extraction 

Video footage captured within the warehouse served as 
the primary data source. Images were subsequently 

extracted [4] from these videos utilizing the OpenCV [9] 

library. This process facilitated the creation of a dataset 

containing individual images for training and evaluation 

purposes. 

  

 Data Annotation 

Object annotation refers to the process of labelling and 

outlining specific objects or regions of interest within 

images. This process provides crucial supervised learning 

data for training machine learning models. Annotations 
typically involve: 

 

 Drawing bounding boxes around pipes 

 Specifying the pipe's class 

 In some cases, marking key points or defining polygons 

for more detailed information 

 

For this study, we utilized the polygon annotation tool 

within the Roboflow platform [Fig.4]. This tool allowed for 

precise and efficient labelling of steel pipes of various 

shapes and sizes, enabling the creation of a comprehensive 

and accurate training dataset. 

 

 Image Resizing 

To ensure consistency and uniformity throughout the 

training and analysis process, all images within the dataset 

were resized to a standardized dimension of 640x640 pixels 
[Table.1]. This standardized input size facilitated efficient 

model training and allowed for smoother comparison and 

analysis of results. 

 

 Data Augmentation 

The dataset was divided into training data comprising 

80% and test data comprising 20%. To augment the training 

dataset [Table.1], various techniques were implemented to 

enhance variability and the model's robustness [12]. These 

included: 

 
 Flip: Horizontal 

 90° Rotate: Clockwise, Counter-Clockwise 

 Shear: ±15° Horizontal, ±15° Vertical 

 Brightness: Between -25% and +25% 

 

These data augmentation techniques significantly 

increased the size and diversity of the training set, leading to 

a more robust and generalizable YOLOv8[5] model for steel 

pipe detection [1].  

 

 
Fig 4 Displaying Preprocessing Task  

(Source: https://app.roboflow.com  ) 

http://www.ijisrt.com/
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 Model Training and Evaluation: 

To implement automated steel pipe detection and 

classification, the study has undergone training in various 

models like YOLOv8[5], YOLO NAS[2], DETR[6], 

Detectron2[3], and MM Detection. Each model has its 

advantages and disadvantages, so it is important to choose 

the right model for the specific needs of the application. 

  
CNNs[8] are a type of deep learning model that is 

specifically designed for image classification tasks. CNNs 

work by extracting features from images using a series of 

convolutional and pooling layers. The extracted features are 

then used to train a classifier to predict the class of the 

image. 

 

 CNNs have Several Advantages for Automated Steel 

Pipe Detection and Classification: 

 

 CNNs can learn to extract features from images that are 

relevant for steel pipe detection and classification, such 
as the presence of different types of steel pipes, defects, 

and corrosion. 

 CNNs are robust to noise and other variations in the 

data. 

 CNNs can be trained to achieve very high accuracy on 

steel pipe detection and classification tasks. 

 

 

 

 

 YOLOv8: 

YOLOv8[5] is a state-of-the-art object detection model 

that is based on a CNN architecture. YOLOv8 is known for 

its speed and accuracy, making it a good choice for real-time 

object detection tasks such as automated steel pipe detection 

and classification. 

 

 YOLO NAS: 
YOLO NAS[2] is a neural architecture search (NAS) 

method for designing YOLO models. YOLO NAS models 

are typically more accurate and efficient than manually 

designed YOLO models. 

 

 DETR: 

DETR[6] is a transformer-based object detection 

model. DETR models are known for their ability to detect 

objects in images with complex backgrounds. 

 

 Detectron2: 
Detectron2[3] is a popular open-source object 

detection framework. Detectron2 provides a variety of pre-

trained models for object detection tasks, including steel 

pipe detection and classification. 

 

 MM Detection: 

MM Detection[7] is another popular open-source 

object detection framework. MM Detection provides a 

variety of pre-trained models for object detection tasks, 

including steel pipe detection and classification. 

 
Fig 5 Best Model Training Summary (YoloV8) 

http://www.ijisrt.com/
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Table 2 Shows the Train Accuracy and Test Accuracy of 5 Different Deep-Learning Models 

S. No Model Train Accuracy 

(MAP-50) 

Test Accuracy 

(MAP-50) 

Hyperparameters 

1 YOLOV8 62.00% 60.00% Batch Size = 4, Epoch = 100, Image Size = 640x640 

2 YOLO NAS 50.60% 46.76% Batch Size = 4, Epoch = 30, Image Size = 640x640 

3 DETR 48.00% 41.20% Batch Size = 4, Lr = le-4, Lr Backbone=1e-5, weight decay = 

le-4, Max Epoch = 50, Image Size = 640x640 

4 Detectron2 37.44% 27.80% Batch size per image = 1, Max Iter = 2000, Eval period = 

200, Base Ir = 0.001, num classes = 22, num workers = 2, 

mask format='bitmask', Image Size = 640x640 

5 MM 

Detection 

41.00% 33.80% Batch Size = 1, Lr_start_factor = 1.0e-5, Epoch = 20, 

Dsl_topk = 13, Loss_cls_weight = 1.0, Loss_bbox_weight = 

2.0, Qfl_beta = 2.0, Weight_decay = 0.05, 

train_num_workers = 2, Image Size = 640x640 

 
The YOLOv8 [5] model's performance [Fig.5] was 

assessed using a rigorous set of evaluation metrics, 

including precision, recall, F1 score, Intersection over Union 

(IoU) [Fig.6], and mean Average Precision (mAP)[Table.2]. 

Precision measured the proportion of correct positive 

predictions among all positive predictions, while recall 

measured the proportion of correct positive predictions 

among all actual positives. The F1 score, a harmonic mean 

of precision and recall, provided a combined measure of 

model accuracy measured the overlap between predicted 

bounding boxes and ground truth boxes, while mAP 

provided a comprehensive summary of the model's overall 

performance 

 

 
Fig 6 Visualization of Training Results of Yolov8 

 

 Deployment Strategy 

Model deployment is the process of making a trained 

machine-learning model available for use in a production 

setting. This involves integrating the trained model [Table.2] 
with an application or system so that it can be used to make 

predictions or generate output. 

 

 

Streamlit[13] is an open-source Python framework for 

building data-driven web applications. It allows developers 

to quickly create web apps using Python by providing a 

simple and intuitive API for constructing web interfaces. 
 

The Streamlit interface [Fig.7] enables users to upload 

new images. The uploaded image will undergo analysis by 

the model, which will predict the classes and display the 

predicted image with bounding boxes along the way. 

 

http://www.ijisrt.com/
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Fig 7 The Above Figure Depicts the Predicted Pipe Class and Counts using Streamlit Application 

 

III. RESULTS AND DISCUSSION 

 

Our study investigated the performance of five deep 

learning models for automated steel pipe detection and 

classification: YOLOv8, YOLO NAS, DETR, Detectron2, 

and MM Detection. The results presented in [Table.2] reveal 

that YOLOv8 outperforms the other models in terms of 

accuracy, achieving a train mAP50 of 62.00% and a test 

mAP50 of 60.00%. Beyond its high accuracy, YOLOv8 

delivers significant improvements in efficiency and 

accuracy compared to manual counting. Its ability to reliably 
count pipes of various dimensions and shapes eliminates the 

human error and inconsistencies inherent in manual 

processes. 

 

The findings of this study highlight YOLOv8 as a 

promising technology for automating steel pipe counting 

and tracking. Its high accuracy, efficiency, cost-

effectiveness, and contribution to worker safety position it 

as a compelling solution for businesses in the manufacturing 

and warehousing industries. As the technology matures and 

further research refines its capabilities, YOLOv8 is expected 
to gain wider adoption across various industrial sectors, 

leading to enhanced productivity, safety, and efficiency in 

numerous applications. 

 

IV. CONCLUSION 

 

This research investigated the application of the 

YOLOv8 deep learning model for automating steel pipe 

detection and classification, historically a labour-intensive 

and error-prone process. The results demonstrate YOLOv8's 

potential to significantly improve efficiency, accuracy, and 

cost-effectiveness in this domain. 
 

 

YOLOv8 achieved superior performance compared to 

other investigated models, exhibiting a train mAP@50 of 

62.00% and a test mAP@50 of 60.00%. This high level of 

accuracy translates to reliable detection and classification of 

steel pipes, regardless of their dimensions and shapes. 

 

These benefits, combined with YOLOv8's high 

accuracy and efficiency, position it as a compelling solution 

for automating steel pipe counting and tracking in various 

industries, particularly manufacturing and warehousing. As 

the technology continues to evolve and mature, YOLOv8 
holds immense potential to revolutionize the way steel pipes 

are counted and tracked, ultimately contributing to greater 

efficiency, safety, and cost savings across various industries. 
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