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Abstract:- Cybersecurity has become a serious threat to 

society because of the revolution on the internet. Due to 

the internet revolution worldwide people are consuming 

quintillion bytes of data on daily basis. The data 

consumption over the internet may increase in the feature 

at the same time the threats to internet security posing 

new questions to the world. One of the major problems in 

cybersecurity is image forgery. An effective mechanism to 

detect image forgery is needed to avoid complications in 

various fields like medical imaging, space research, 

defense, etc., where even small details in the images are 

very crucial. In the present research by taking the 

advantage of Artificial intelligence an effective model is 

built. This model in the pre-processing stage of the image 

uses superpixels. These features will be provided as inputs 

to the deep neural network. Basically, the neural network 

acts as a classifier of the images. The convolutional neural 

networks are built and optimized according to the input 

data. The convolutional neural networks are being 

trained by a large number of image data set and will be 

tested for the results. When the trained CNN is supplied 

with the images which are needed to be detected for the 

forgery in the initial stages the images will be divided into 

blocks that are non-uniform and features will be 

extracted which consists of superpixels. These features 

will be supplied to the classifier. The classifier not only 

detects the forged image and non forged image but also 

indicates the location of the forgery. 
 

The present research paper compares various 

methods of image forgery detection. In the comparison, 

the proposed method  will enhance performance matrices 

in terms of accuracy, precession, Recall, etc. 
 

Keywords:- Forgery detection, Deep neural network, 

Artificial intelligence, Convolutional neural network, 

superpixels, Feature extraction, accuracy, precession, recall, 

confusion matrix. 
 

I. INTRODUCTION 
 

Internet usage has increased drastically in the previous 

decade. The pandemic and lockdowns increased the 

consumption of internet data. In 2021 one report saying that 

people over worldwide are using 2.4 quintillion bytes of data 

on a day to basis. In the feature, it may reach new heights. 

Safety and security over the internet is a challenging task. 

Cybercriminals are posing a lot of questions to the world with 

their attacks. Thousands of people are becoming victims of 

cyberattacks. Governments are also trying to create 

awareness over cybersecurity.  
 

One of the problems in cybersecurity is image forgery. 

The forged images are creating a serious threat to society. 

There are many fields like biomedical imaging, defense, 

space research, etc where even small detail in the image is 

very crucial. For example, if take biomedical imaging, an 

intruder may change small detail of patient data like x-ray or 

scan reports which may lead to false results. In the case of 

defense, the opponent areal images may mask or non-mask. 

In the case of space research, a forged image may be 

circulated over public platforms by creating wrong 
impressions. There are a lot of aspects relating to the children 

and women safety concerns when they use social networking 

platforms due to image forgery. A report says that daily 1.8 

billion photos are being exchanged over the internet so there 

is a high risk of image forgery. mage Forgery Detection 

technique is one of the important research in image 

processing. Digital media is the leading technology in the 

present day. For a passive technique, a digital signature is 

inserted in the original image. The condition of the received 

image is used to evaluate the digital signature's performance. 

Active and passive image forgery detection approaches are 

divided into two categories (blind). The photos are protected 
against fabrication using the strong Secret Key technique [1]. 

Copy move forgery is a well-known and widely used method 

of copying and pasting in the same image. Forgers utilise 

image editing software such as Adobe Photoshop and GIMP 

to alter the contents of digital photos. Image tampering is not 

a new problem. The content of digital photographs is 

authenticated using digital signatures and digital 

watermarking [2]. To detect the modifications in the original 

image, a hybrid approach for Copy-Move Image Forgery is 

applied. Picture processing technologies are used to change 

the unique data, such as blurring and resizing the 
photographs, in order to alter the information. Non-copy and 

copy changes are the two types of image tampering [3]. 

Manipulation is used to remove images that have been 

hidden. Image forgery detection is an important and active 

technology in the study field. In the digital watermarking and 

digital signature techniques, active forgery detection 

approaches are applied [4] Semi-fragile image hashing. 
 

The most difficult techniques in picture forensics are 

watermarking and passive procedures. The new image 

forgery detection uses Convolution Neural Network (CNN) 

algorithms [5]. In our daily lives, digital images and videos 

are extremely important. Digital photographs can be easily 

changed using image editing software such as Adobe 
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Photoshop. Digital signature and watermarking systems are 

the most common active methods. The passive approaches do 
not require any explicit prior image information. Format-

based, pixel-based, physic-based, camera-based, and 

geometry-based methods are the five basic categories of 

digital techniques. For detecting fraud in original photos, the 

Discrete Cosine Transform (DCT) approach is used [6]. The 

World Wide Web (WWW) now contains a large number of 

digital images for efficient communication. The most 

common image tampering operations are: I hiding or 

removing a region in the image; ii) adding a new object to the 

image; and iii) misrepresenting image information. One of the 

most common techniques for manipulating or hiding the 

content of an image is CM image manipulation. Feature 
extraction, copy decision, and matching algorithms are used 

to identify CM forgery [7]. The most frequent types of digital 

picture forgeries in image processing techniques are copy-

move and splicing. Copy-move forgery is a photo 

modification technique that involves copying a section from 

an image and putting it in other places. When the forged area 

is not doubly compressed, edge information is employed to 

locate it [8]. 
 

Forgery of images is a common blunder. The pixel is 

the basic building element of a digital image in digital image 

forensics. In digital image forensics, pixels are the 

fundamental building blocks. Digital cameras nowadays 

contain a single CMOS or CCD sensor and employ Color 

Filters Array (CFA) [9]. Digital picture counterfeiting has 

become a big problem as a result of strong image altering 
tools. As a result, colour moments are employed in the 

original image to detect image counterfeiting. In today's 

world, low-cost digital cameras and cell phones are 

ubiquitous. Journalistic, criminal, medical imaging, and 

forensic investigations are just a few of the domains where 

it's applied. To overlap square blocks, the detecting copy-

move forgery images are employed.The performance of the 

model will be evaluated with the True positive (TP), True 

Negative (TN), False Positive (FP), False Negative (FN), 

Precision (P), Recall (R), Similarity (S), False measure (FM), 

True Positive Rate (TPR), False Positive Rate (FPR) and 
accuracy.  

 

II. TYPES OF IFD APPROACHES 
 

Nowadays, removing and adding parts from an image 

for the purpose of manipulation and getting good results from 

image forgeries is simple. Different types of software are 

used in image processing. Some applications can alter a 

specific image block without altering the image's originality. 

This type of change is undetectable to the naked eye. The 

most important duty is to double-check the original 

photograph. Image manipulation techniques such as scaling, 

rotation, blurring, filtering, and cropping can all be used to 

manipulate an image. Image forgery detection is essential in 
a variety of image processing applications. Image forgery 

detection is a growing research subject with crucial 

implications for maintaining digital image trustworthiness. 
 

Image forgery detection(IFD) can be classified into two 

approaches:  
A. Active Approach 

B. Passive Approach 
 

 Active Approach: In the active approach, some digital 

image preparation, such as integrated watermark or 
signature production, is necessary at the time of creation, 

which limits the image's applicability. This method is not 

employed for the purpose of authentication. 

 Passive Approach: The digital signature is not employed 

for authentication in the passive technique. Some 

assumptions are used in this technique, such as the fact 

that digital forensics may not leave any visual clues for 

image tempering. It has the potential to change the image's 

underlying statistics. 
 

The image forgery detection tools can be grouped into 

five groups: 

 Camera based technique 

 Physically based technique 

 Geometric based technique 

 Pixel based technique 

 Format based technique 
 

III. TECHNIQUES IN ARTIFICIAL 

INTELLIGENCE 
 

Machine learning(ML) and Deep learning(DL) are two 

equally important tools in Artificial intelligence. But when it 

comes to a problem related to digital image processing the 

techniques in deep learning are more suitable.The idea of 
Deep learning is mostly dependent on nueral networks.By 

taking the inspiration from biological neural networks the 

artificial neural networks were built to solve the 

problems.Depending upon type of the problem the particular 

type of neural networks can be utilized in the deep learning 

model.The deep learning models depending upon type of 

nueral networks can be broadly classified as: 
 

A. Artificial Nueral Networks (ANN): 

An ANN consists of three different types of layers called 

as input layers,output layers and hidden layers.Each layer 

consists of nodes.These nodes can be called as neurons which 

performs the similar operation of nuerons in biological 

human brain.Each and every node will be connected with the 

neighbor nodes.These connections  makes the signal to travel 

in between the nodes. Each node will have some weight and 
will act as an activation function depending upon threshold of 

the input signal. The weight of the neuron may increase or 

decrease depending upon balancing of the weights in 

backpropogation. These ANNs will be trained with dataset 

until the weights are tuned for the problem. On the trained 

networks the real data will be applied which in the problem 

domain for the required results. In ANNs through testing of 

performance parameters the results will be optimized.The 

most important thing is care shuld be taken in size of the data 

set while training the model in order to avoid over tuning and 

under tuning.
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Fig. 1: Depiction of different layers in ANN 

 

B. Convolutional Nueral Networks(CNN): 

In deep learning, a convolutional neural network  or 

ConvNet is a type of deep neural network. The frequent use 

of CNN is to solve the problems of images/videos. CNNs 

have applications in image and video recognition, image 

classification, , recommender systems, medical image 

analysis,image segmentation,   brain-computer interfaces, 

financial time series and natural language processing.CNNs 
uses network as multilevel perceptrons. Multilevel 

perceptrons usually connects networks of nodes in all the 

possible paths.These networks makes them vulnerable to data 

overfitting.Regularization, or preventing overfitting, can be 

accomplished in a variety of methods, including punishing 

parameters during training (such as weight loss) or reducing 

connectivity (skipped connections, dropout, etc.) CNNs use a 

different method to regularisation: they take advantage of 

data's hierarchical pattern and piece it together. As a result, 

CNNs are at the lower end of the connectivity and complexity 

spectrum. Convolutional networks were motivated by 

biological processes because their connectivity pattern 

matches the arrangement of the animal visual cortex. 

Individual cortical neurons respond to inputs only in the 

receptive field, which is a small portion of the visual field. 

Different neurons' receptive fields partially overlap, allowing 
them to encompass the full visual area. In comparison to other 

image classification methods, CNNs require very little pre-

processing. This means that the network learns to optimise 

the filters (or kernels) by automatic learning, as opposed to 

hand-engineered filters in traditional techniques. This lack of 

reliance on prior information or human intervention in feature 

extraction is a significant benefit. 

 

 
Fig. 2: Illustration of different stages in CNN 

 

C. Recurrent Nueral Networks(RNN): 

A recurrent neural network (RNN) is a type of neural 

network containing loops that allow data to be stored inside 

the network. Recurrent Neural Networks, in short, use their 

reasoning from prior experiences to predict feature events. 

Recurrent models are useful because they can sequence 

vectors, allowing the API to execute more complex tasks. 

Recurrent Neural Networks are a collection of networks that 
are linked together. They frequently feature a chain-like 

architecture, making them useful for tasks like speech 

recognition and language translation. An RNN can be 

programmed to work with vector sequences in the input, 

output, or both. A sequenced input, for example, might accept 

a text as input and return a positive or negative sentiment 

value.A sequenced output, on the other hand, may take an 

image as input and output a statement. Consider training an 

RNN to recognise the word "happy" using the letters "h, a, p, 

y." The RNN will be trained on four different examples, each 

of which represents the possibility that letters will fall into the 

correct order. For example, the network will be trained to 

recognise the likelihood that the letter "a" would appear after 

"h." The letter "p" should also appear after "ha" sequences. 

Following the sequence "hap," . probability will be calculated 

once again for the letter "p." The procedure will be repeated 

until probabilities have been computed to determine the 

possibility of letters falling into the desired order. As the 
network receives each input, it calculates the likelihood of the 

next letter depending on the previous letter's or sequence's 

probability. The network can be modified over time to offer 

more accurate findings. Machine translation is a popular 

application of Recurrent Neural Networks. A neural network, 

for example, could take a Spanish statement and convert it 

into an English sentence. The network calculates the 

probability of each word in the sentence. output sentence 

based on the word and the output sequence before it. 
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Fig. 3: Nuerons connection in RNN 

 

IV. IFD USING AI METHOD 
 

The IFD-AI method mainly consists mainly two 

stages.one is Feature Extraction and Second one is Neural 

network classifier. The raw image which is suspected for the 

forgery will be given as input to the initial stage.The 

classified image will be collected as output from the Neura 

Network classifier as shown in the FIGURE 4. 
 

 
Fig. 4: Block Diagram of IFD using AI method 

 

A. Feature Extraction:  

Natural images have the property of being "stationary," 

which means that the statistics of one area of the image are 

the same as the statistics of any other section of the image. 

This implies that the features we learn in one portion of the 

image may be applied to other areas of the image, and that the 

same features can be used elsewhere. We can then use our 

learnt 8x8 feature detector wherever in the image after 

learning features across small (say 8x8) patches sampled 

randomly from the bigger image. In particular, we can 
“‘convolve”' the learnt 8x8 features with the bigger image, 

yielding a distinct feature activation value at each place in the 

image. Consider the following scenario: you've learned 

features on 8x8 patches sampled from a 96x96 image. 

Assume that this was accomplished using an autoencoder 

with 100 hidden units. To retrieve the convolved features, 

take the 8x8 patch from each 8x8 section of the 96x96 image, 

starting at (1,1),(1,2),...(89,89), and run it through your 

trained sparse autoencoder to get the feature activations. As a 

result, there would be 100 sets of 89x89 convolved features. 
 

B. Neural Network Classifier:  

The massively parallel-disturbed structure of neural 

networks (NNs) is what gives them their processing capacity. 

Which have a tremendous capacity for learning complex and 

non-linear correlations involving noisy or less exact data. 

NNs are simple electronic networks of neurons based on the 
brain's neural organisation. They process records one at a 

time, learning by comparing their (mostly arbitrary) 

classification of the record to the known true classification of 

the record. The faults from the first record's initial 

categorization are fed back into the network and utilised to 

tweak the network's algorithm for subsequent rounds. There 

are two primary processes in the classifying process. 
 

 

C. NN training:  

The correct class for each record is known (this is referred 

to as supervised training), and the output nodes can be 

assigned proper values — 1 for the node matching to the 

correct class, and 0 for the rest. (In practise, values of 0.9 and 

0.1 have been proven to produce superior outcomes.) As a 

result, the network's calculated output node values may be 

compared to these accurate values, and an error term can be 

calculated for each node (the Delta rule). These erroneous 

words are then utilised to change the weights in the hidden 
layers, presumably bringing the output values closer to the 

right values during the following iteration.  
 

The initial task in the training phase is pre-processing, 

which entails resizing the input image to 512x512 pixels. The 
over segmentation algorithm was used to divide the scaled 

picture into small parts.. The next crucial stage in the feature 

extraction is to turn each segmented block into three planes, 

such as red, green, and blue. In this step, three different types 

of characteristics are extracted for each plane. Statistical 

features, DCT and SIFT features, as well as the features 

themselves, are saved in an array, which is then trained on a 

neural network. The training step saves the data in an array, 

which is then passed to the NN testing phase. 
 

 Neural network (NN) testing:  

The computational capacity of an ArtificialNeural 

network (NN) is derived from its massively parallel-disturbed 

structure, as shown in Fig.4. They have a remarkable ability 

to understand complex, non-linear relationships involving 

noisy or less exact data. ANNs are simple electronic networks 
of neurons based on the brain's neural structure. They process 

records one at a time, learning by comparing their (mostly 

arbitrary) classification of the record to the known true 

classification of the record. The faults from the first record's 

initial categorization are fed back into the network and 
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utilised to tweak the network's algorithm for subsequent 

rounds. 
 

The layers of neurons are input, hidden, and output. 

The input layer is made up of record values that are used as 

inputs to the next layer of neurons, rather than entire 

neurons. The hidden layer is the next layer. A neural 

network can have multiple hidden layers. The output layer is 
the final layer, with one node for each class. The record is 

assigned to the class node with the highest value after a 

single sweep forward across the network assigns a value to 

each output node.
 

 
Fig. 5: Copy move forgery images 

 

V. PERFORMANCE EVOLUATION OF THE 

MODEL 
 

The performance evaluation of a classification model 

can be done using confusion matrix.The confusion matrix can 

be represented as following. 
 

Confusion matrix(C.M)=[ 𝑊 𝑋
𝑌 𝑍

] 

 

W= True positive 
 

X=False positive 
 

Y=False negative 
 

Z=True negative 
 

A. Recall:  

The number of True Positives divided by the number of 

True Positives and False Negatives is the recall. To put it 

another way, the number of positive forecasts divided by the 

number of positive class values in the test data equals the 

number of positive predictions divided by the number of 

positive class values in the test data. It's also known as the 
True Positive Rate or Sensitivity.This can be expressed as: 

 

𝑅. 𝐶 =  
𝑊

𝑊 + 𝑌
 

 

B. Precision:  

The number of True Positives divided by the total number 

of True Positives and False Positives equals precision. In 

other words, it's the total number of positive class values 

predicted divided by the total number of positive predictions. 

It's also known as the Positive Predictive Value (PPV).This 

can be expressed as:. 

 

𝑃 =  
𝑊 + 𝑍

𝑊 + 𝑋 + 𝑌 + 𝑍
 

 

C. False Measure: 
The harmonic mean of accuracy and recall, also known as 

the classical F-measure or balanced F-score, is a metric that 

combines precision and recollection: 

 

𝐹. 𝑀 =  
2(𝑅. 𝐶)(𝑃)

𝑅. 𝐶 + 𝑃
 

 

D. Sensitivity:  

In the case of a medical test used to diagnose an illness, 

sensitivity refers to the test's capacity to correctly detect 

patients who do have the condition, and the sensitivity of the 

test is the proportion of persons who test positive for the 
disease among those who have the disease. Mathematically, 

this can be expressed as: 
 

𝑆𝑇 =  
𝑊

𝑊 + 𝑍
 

 

E. Specificity:  

The test's ability to correctly discover people without a 

condition is referred to as specificity, often known as the true 

negative rate. Take, for example, a medical test for disease 

diagnosis. The specificity of a test refers to the percentage of 

healthy persons that test negative for the condition while not 

having it.Mathematically, this can also be written as: 
 

𝑆𝐹 =
𝑍

𝑍 + 𝑋
 

 

F. Accuracy: 

The degree of conformance between a measurement of an 

observable quantity and a recognized standard or 

specification that indicates the true value of the quantity. 
 

A =
𝑊 + 𝑍

𝑊 + 𝑋 + 𝑌 + 𝑍
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VI. COMPARISION OF VARIOUS IFD TECHNIQUES 
 

Table 1: Comparision of contribution towards image forgery detection in chronological order 

 
 

 

S.No Paper Year Target Methodology Perfarmance paramters 

1 [9] 1999 Digital Forgeries polyspectral analysis 
 

2 [12] 2003 Copy and Move Imgae forgery 

detection 

Robust match 
 

3 [10] 2004 Image splicing digital 

photomontaging 

bicoherence features,                  

Support Vector Machine (SVM) 

Accuracy=0.7148 

Precision= 0.6814 

Recall= 0.8098 

4 [13] 2004 Image forgery for Pan Chromatic SIFT,PCA algorithms in 

MATLAB 

Accuracy=93.02 

5 [11] 2005 Digital image forgery Re-sampling Accuracy=30-80 

6 [33] 2006 Copy and move forgery Blur moments 
 

7 [36] 2010 Region duplication Feature Matching 
 

8 [30] 2011 Copy and move forgery Multi resolution charecterstic of 

DWT 

 

9 [16] 2012 Image forgery DWT Accuracy=96-100 

10 [17] 2012 Image forgery pixel based 
 

11 [25] 2013 Copy and move forgery Local Binary Pattrens 
 

12 [32] 2013 Copy and move forgery Segmentation 
 

13 [15] 2014 Copy and Move Imgae forgery Block representing Accuracy=25-68 

14 [19] 2014 Image forgery Dyadic Wavelet 

Transform (DyWT) and Scale 

Invariant Feature Transform 

(SIFT 

Precision=88 

15 [20] 2014 Image forgery Edge detection based salient 

Region detection 

 

16 [24] 2015 Image forgery Scaled ORB 
 

17 [14] 2015 Cloning forgery images Speed up Robust Feature 

(SURF),DWT 

 

18 [22] 2016 Copy and move forgery SIFT with Particle Swarn 

Optimization Technique 

 

19 [27] 2016 Copy and move forgery Fusion of block and key points Precision=88.51 

Recall=86.48 

F-Measure=87.17 

20 [28] 2016 Copy and move forgery New interest point detector 
 

21 [31] 2016 Splicing and copy-move forgeries Deep learning 
 

22 [35] 2016 Copy and move forgery Block based 
 

23 [8] 2016 Image forgery Superpixel by SIFT nd LFP Precision=99 

Sensitivity=84 

Specificity=99 

24 [26] 2017 Copy and move forgery hybrid features(SIFT and Others) Precision=90.27 

Recall=78.61 

F-Measure=84.04 

25 [21] 2017 Image forgery Single valued 

decomposition(SVD) cuckoo 

search algorithm 

F1=94.18 

Precision= 96.13 

Recall= 92.3 

26 [29] 2018 Copy and move forgery Feature Matching,Deep learning F-Measure=93 

27 [23] 2019 Copy and move forgery Deep learning Precision=94.8 Recall=95.3                              

FMeasure=95.02 

28 [34] 2021 Copy and move forgery Rotation invariant features on 

dense field 
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VII. CONCLUSION AND FEATURE WORK 
 

Image forgery is a major threat not only to cybersecurity 

but also to mankind. The problem has to be addressed with a 

scientific approach. Many researchers are working on the 

same problem for years and have contributed much to solve 

the problem. In this particular paper, we review all the 
techniques used by the researchers to detect image forgery. 

With the advancement of Artificial Intelligence, there are a 

lot of frameworks available which can address problems in 

any domain efficiently. By taking the advantage of Artificial 

Intelligence in our feature work we want to address the 

problem of image forgery and to localize the detection with 

better performance indicators by overcoming the limitations 

of the existed methods. 
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