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Abstract:- Human beings have always been fascinated by 

the future. Humans have been inspired to innovate by their 

desire to explore the future and learn about the unknown. 

Revenue are estimation normally depends on the sales of 

existing products. The sales forecast is one of the vital 

objectives in the business plan for any company. Sales 

forecasting is the process of determining the future revenue 

by using the prediction of the amount products sales. 

Success of the business usually depends on the amount of 

sales. Sales forecasting or revenue estimation is very 

important in the way that helps the company to determine 

the vital products or services which in return helps to 

reduce the costs of investing in non-profitable products. We 

needed to have a lot of information to develop sales 

predictions for a Bangalore Mart 250 supermarket each 

product previous sales records as a result, we acquired two 

year sales data from Bangalore Mart. The results of this 

research study was achieved through use of Machine 

Learning Models which include Linear Regression 

Random, Forest Regressor Lasso, Regressor Gradient, 

Boosting Regressor, Decision Tree Regressor and Ridge 

Regressor. Keywords: Machine learning, Mean Absolute 

Error, Mean Squared Error, Root Squared Error, Python, 

One Hot Encoding, Ridge Regressor, Lasso Regressor, 

Random Forest Regressor, Gradient boosting Regressor, 

Decision Tree Regressor. Sales Forecasting 
 

I. INTRODUCTION 

 

The rise of new technologies has positively affected our 

everyday lives especially in terms of business where a lot of 

business solutions have been provided by information 

technology. Now it is almost impossible to run a business 

without any information technology solutions. Even our day 

today lives are dependent Information Technology. One of 

Rwanda’s Vision pillars is private-sector led development, and 

for this to happen successfully it is important to integrate. ICT 
into the private sector and help small to medium business 

owners run their businesses more efficiently and this is where 

the sales forecasting system could come in handy, to help 

people who might not have the accounting or business 

background to understand the importance of predicting future 

expenses and sales to help better stock products, better plan the 

direction of the business in terms of advertising as well, as well 

as general planning for the financial year. If supermarket 

owners know which products will likely sell more during the 

course of a month or the year than they can plan marketing 
campaigns and materials efficiently? There are countless 

advantages to the integration of this sales forecasting system 

that could possibly be used in other business outside of just local 

Supermarkets 

 

II. METHODOLOGY 

 

 Data Analysis 

Analysis of data is a process of inspecting, cleaning, 

transforming, and modeling data with the goal of discovering 

useful information, suggesting conclusions, and supporting 

decision making. Data analysis has multiple facets and 
approaches, encompassing diverse techniques under a variety 

of names, in different business, science, and social science 

domains. Data mining is a particular data analysis technique 

that focuses on modeling and knowledge discovery for 

predictive rather than purely descriptive purposes. 

 

Sales Forecasting is considered Supervised Machine 

Learning. Supervised learning is where you have input variables 

(x) and an output variable (Y) and you use an algorithm to learn 

the mapping function from the input to the output. Y = f(X), The 

goal is to approximate the mapping function so well that when 
you have new input data (x) that you can predict the output 

variables (Y) for that data. It is called supervised learning 

because the process of an algorithm learning from the training 

dataset can be thought of as a teacher supervising the learning 

process. We know the correct answers, the algorithm iteratively 

makes predictions on the training data and is corrected by the 

teacher. Learning stops when the algorithm achieves an 

acceptable level of performance 

 

 Cleaning the Data 

Cleaning data should be the first step in any Data Analysis 
activity. Without clean data it’ll be much harder time seeing the 

actual important parts in the exploration. Once the training of 

ML models begins, they’ll be unnecessarily more challenging 

to train. The main point is that to get the most out of a dataset, 

it should be clean. 
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In the context of data science and machine learning, data 

cleaning means filtering and modifying the data such that it is 

easier to explore, understand, and model. Filtering out the parts 

you don’t want or need so that you don’t need to look at or 

process them. Modifying the parts, you do need but aren’t in 

the format you need them to be in so that you can properly use 

them. 

 
The dataset used needed the following changes to be 

considered clean: 

 

1. Dropping of Rows with Null Values including NaN and null 

rows 

 

2. Removal of all negative numbers and replacing them with 

absolute values 

 

3. One Hot Encoding 

 

 Null Values 

Most data science algorithms do not tolerate nulls 

(missing values). So, one must do something to eliminate them, 

before or while analyzing a data set. There are many techniques 

for handling nulls. Which techniques are appropriate for a given 

variable can depend strongly on the algorithms you intend to 

use, as well as statistical patterns in the raw data, in particular, 

the missing values, and the randomness of the locations of the 

missing values. Moreover, different techniques may be 
appropriate for different variables, in a given data set. 

Sometimes it is useful to apply several techniques to a single 

variable. Finally, note that corrupt values are generally treated 

as nulls. The figure below shows the rows in the dataset used in 

this project and the number of missing values in each row. 

 

 
Fig 1 : Null Rows dataset 

 

It is clear that The value 0 (all bits at zero) is a typical value 

used in memory to denote null. It means that there is no missing 

data which can impact the implementation of the algorithm. So 

the best option is to remove all the rows with Null Values as 

this is a large dataset and removing these rows will not have too 

much of an impact on the algorithm implemented. 

 
 Removal of Negative Numbers 

After attempting to plot a few graphs, it was clear that 

within the data set there were negative values in the Unit Price 

and Quantity column which makes no sense because a customer 

cannot buy a negative amount of Stock in terms of quantity or 

pay for a product with a negative Unit Price. So the natural 

assumption is that this must have been errors which is expected 

when handling real world data. 

 

The best option would be to assume that these are indeed 

the correct Quantity and Unit Prices but incorrectly entered as 

negative values, therefore it is necessary to return the absolute 
numbers in each row to get rid of all the negative values. 

 

 Breaking down Sales_Date 

It is important to make sure all columns are in the correct 

format to be able to be processed by the chosen algorithm. So 

the first step was to transform Sales_Date into the right date 

format. 

 

Sales_Date includes the day, month, year, and time the 

purchase was made by a customer. To properly see how each of 

these factors affect sales, it is necessary to turn each of these 
factors into individual columns. Below is a picture of the final 

result after the mentioned operations. 

 

 Sample of dataset after changes 

 

 
Fig 2 Sample of dataset after changes 

 

 Data Visualization 

In this part, we use Google colab software to show the 

time series plots of products for more comprehension. The 

horizontal axis indicates months and the vertical one presents 

the amount of sales. As the figure shows, there are considerable 
trend in all of them. For instance, in sales, we can see strong 

nonlinearity and upward trend, it also shows a weak seasonality, 

and its mean increases as the number of months’ increases. It 
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means that sales figures are not fluctuated over fixed mean. The 

variance is also altering. Thus, this series is not stationary and 

it would need differencing or even de-trending to become 

stationary. Data visualization is the graphical representation of 

information and data. By using visual elements like charts, 

graphs, and maps, data visualization tools provide an accessible 

way to see and understand trends, outliers, and patterns in data. 

In the world of Big Data, data visualization tools and 
technologies are essential to analyze massive amounts of 

information and make data-driven decisions. 

 

Data visualization should help one answer the following 

questions: 

 

This is the dataset analysis with all the different data 

visualizations that can help the Bangalore Mart 250 

Supermarket owner understand everything about their sales. 

The user will be able to interact with the data and put different 

filters to see different data aspects of the data set. 

 
Because of the variability of the unique values of the 

numeric columns a scatter plot with the target value will be of 

use. 

 

 Categorical Data Set 

 

 
Fig 2: Data Set 

 

III. RESULT 

 

 Machine Learning Models 

First of all, we will divide our dataset into two variables X 

as the features we defined earlier and y as sales the target value 

we want to product. This is a regression problem so we will use 

Regression methods. 

 

 

 

 

Machine Learning Models we will use: 

 Linear Regression. 

 Random Forest Regressor. 

 Lasso Regressor. 

 Gradient Boosting Regressor. 

 Decision Tree Regressor. 

 Ridge Regressor. 
 

The process of Modeling the Data: 

 Importing the Model. 

 Fitting the Model. 

 Predicting Product Sales. 

 Regression metrics 

 

Score Metrics for Regression: Mean Absolute 

Error(MAE)- Mean of the absolute value of errors (absolute 

distance from true value) 

 
Mean Squared Error(MSE)- Mean of the squared value of 

errors (squared distance from true value) R^2 (Coefficient of 

determination)- Regression score function. 

 

 Linear Regression 

In statistics, linear regression is a linear approach to 

modelling the relationship between a scalar response and one or 

more explanatory variables. Linear regression was the first type 

of regression analysis to be studied rigorously and to be used 

extensively in practical applications. This is because models 

which depend linearly on their unknown parameters are easier 

to fit then models which are non-linearly related to their 
parameters and because the statistical properties of the resulting 

estimators are easier to determine. Mean Absolute Error: 

4260281900475389.0 Mean Squared Error: 

2.0816586633209133e+32 R^2 Score: -

3.373208798734109e+27 

 

 
Fig 3: Linear Regressor 
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Table 1: Predicted Table of Linear Regressor 

 

 Random Forest Regressor 

Random forest is a supervised Learning algorithm which 

uses ensemble learning method for classification and 

regression. It operates by constructing a multitude of decision 

trees at training time and outputting the class that is the mode of 

the classes(Classification) or more prediction (regression) of the 
individual trees. 

 

Mean Absolute Error: 81.15 Mean Squared Error: 10721.4 R^2 

Score: 0.8263 

 

 
Fig 4: Random Forest Regressor 

 

 
Table 2: Predicted Table of Random Forest Regressor 

 

 Gradient Boosting Regressor 

Gradient Boosting Regressor is trained with the dataset by 

using 5-fold time series cross-validation approach where 80% 

of the data was used for training and 20% of the data was used 

as the test set and the performances have been measured by 

using the metrics, MAE, R_2 and MEAN SQUARED ERROR. 
The following are the results obtained: 

 

Mean Absolute Error: 8.93 Mean Squared Error: 175.28 R^2 

Score: 0.9972 

 

 
Fig 5: Gradient Boosting Regression Prediction 
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Table 3: Predicted Table of Gradient Boosting Regression 

 

 Lasso Regressor 

Mean Absolute Error: 64.05 Mean Squared Error: 7462.48 

R^2 Score: 0.8791 
 

 
Fig 6: Lasso Regressor Prediction 

 
Table 4: Predicted Table of Lasso Regressor 

 

 Decision Tree Regressor 

In the shape of a tree structure, a decision tree constructs 

regression or classification models. It breaks down a dataset into 
smaller and smaller chunks over time while also building a 

decision tree. 

 

Mean Absolute Error: 76.21 Mean Squared Error: 9428.49 R^2 

Score: 0.8472 

 

 
Fig 7: Decision Tree Regressor Prediction 
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Table 5: Predicted Table of Decision Tree Regressor 

 

 Ridge Regressor 

Ridge Regressor is trained with the dataset by using 5-fold 

time series cross-validation approach where 80% of the data 

was used for training and 20% of the data was used as the test 

set and the performances have been measured by using the 

metrics MAE and MSE. The following are the results obtained 
by the Ridge Regressor: Ridge Regressor is trained with the 

dataset by using 5-fold time series cross-validation approach 

where 80% of the data was used for training and 20% of the 

data was used as the test set and the performances have been 

measured by using the metrics MAE and MSE. The following 

are the results obtained by the Ridge Regressor: 

 

Mean Absolute Error: 87.43 Mean Squared Error: 13140.15 R^2 

Score: 0.7871 

 

 
Fig 8: Ridge Regressor Prediction 

 

 
Table 6: Predicted Table of Ridge Regressor 
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 Comparative study of the Fitting Models basing on Metrics 

 

 Performance evaluation results 

 

 
Table 7: Performance Evaluation Results 

 

From the table above, Gradient Boosting Regressor 

performed well with both the metrics MAE and MSE, Gradient 
Boosting Regressor has least error in forecasting the Sales 

Prediction using Data components when compared to the Ridge 

Regressor, Random Forest Regressor and Decision Tree 

Regressor. The Linear Regressor machine demonstrated the 

worst performance with the highest error in both metrics. 

 

Noting that, Interpreting the MAE can be easier than 

interpreting the MSE. Say that you have a MAE of 10. This 

means that, on average, the MAE is 10 away from the predicted 

value. In any case, the closer the value of the MAE is to 0, 

the better fitting. That said, the interpretation of the MAE is 

completely dependent on the data. In some cases, a MAE of 10 
can be incredibly good, while in others it can mean that the 

model is a complete failure The interpretation of the MAE 

depends on the range of the values and as well the acceptability 

of error, for simple example, in the example of a MAE of 10, if 

the values ranged from 10,000 to 100,000 a MAE of 10 would 

be great. However, if the values ranged from 0 through 20, a 

MAE would be terrible. 

 

This Article makes use of the GBR model stands for 

Gradient Boosting Regressor is a type of machine learning 

boosting. It relies on the intuition that the best possible next 
model, when combined with previous models, minimizes the 

overall prediction error. If a small change in the prediction for 

a case causes no change in error, then next target outcome of 

the case is zero. 

 

The GBR model is well suited for this article because of 

the following reasons: 

 

 

 

 GBR is suitable for this article because it classified 

prediction problems where inputs are assigned a class or 

label 

 GBR method is used to forecast the sales revenue of 

upcoming period. According to results there are high 
similarities between forecasted and actual data. 

 GBR is suitable for regression prediction problems where a 

real-valued quantity is predicted given set of inputs 

 

IV. CONCLUSION 

 

The main objective of this article was to create a 

management decision making tool, which would help 

supermarkets predict sales for future time periods in order to 

better plan their stock purchases, marketing campaigns and 

budgets for their financial year. A supermarket was used as the 

case study. Interviews and observation were the data collection 

techniques used which led to the following findings. There is a 

system in use which does not make any future predictions but 

instead works hand in hand with the stock management system 

to alert the management whenever the quantity of stock in store 
is too low, and therefore more stock needs to be purchased. 

After analyzing the existing system, it was now time to design 

a prediction algorithm using python Google colab. The 

accuracy of the prediction model is rather high and can be taken 

to market as is, several real life tests can be done on several 

supermarkets to test how well the predictions fair against real 

sales of the rime period the prediction model was meant to 

forecast. The cleaning process and modeling process require a 

data scientist to handle all these processes and therefore data 

scientists must always be at the help of this article to get things 

to run smoothly. In conclusion the desired results were achieved 

and the Sales Forecasting System was implemented and is 
running as expected. 
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