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Abstract:- Recently, image-based text extraction has 

become a prominent and hard study subject in computer 

vision. In this article, the texts written in Kazakh are 

classified based on factors such as writing style and 

diversity of writing, and a text recognition system based 

on correctly defined terms is developed. Text matching is 

accomplished by using the EasyOCR library to the input 

picture to extract the areas containing the words. The 

words in the text are then determined using the locations 

acquired. To initialize the text and recognize the defined 

text, two distinct functions are utilized. As a consequence, 

a method for recognizing Kazakh words as graphics is 

developed. The accuracy of proper text identification 

revealed a result of 91%. 
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I. INTRODUCTION 
 

In any social network, e-book, or website, the problem 

of proper text recognition is quite high. The writing may be 
found on documents, road signs, billboards, and other items 

like vehicles and phones. In current gadgets, automatically 

discovering and recognizing text from pictures is a system 

that plays a vital part in many tough challenges, such as 

machine translations or image and videotapes. [1]. Last 

year, the objective of document identification and 

identification of documents in immediate settings piqued the 

interest of the computer vision and paper analysis 

communities. Furthermore, recent advances [2-5] in other 

areas of computer vision have enabled the development of 

even more powerful text detection and identification systems 
than previously [6-8]. 

 

Text detection and identification in pictures is gaining 

popularity in computer vision and image comprehension due 

to its multiple potential applications in image search, scene 
understanding, visual assistance, and so on. [9] Text wall 

reading has various real-world applications [10], such as 

assisting visually impaired persons [11], robotic vision [12], 

unmanned vehicle navigation [13], human-computer 

interface [14], geolocation. 
 

Technical text recognition is divided into two stages: (a) 

Text detection, which identifies and locates text in natural 

situations and/or video. In a nutshell, it is the process of 

distinguishing between text and non-text regions. (b) Text 

recognition is the representation of a text's semantic 

meaning. 
 

 

 

 

 

(1) A text screen, which is often a click camera and 

depicts a typical scenario. Due to unpredictable conditions, 

such as advertising holdings, signs, storefronts, text on 

buses, front panels, and many others, this generates an 

unorganized and confusing environment. (2) Captions or 

graphic text are manually added to photographs and/or 

films to supplement visual and aural material, making text 

extraction easier than in a natural text situation. Difficulties 
with the diversity and complexity of natural pictures for text 

extraction are addressed from three perspectives: (1) natural 

text change owing to variable font size, style, color, scale, 

and orientation, (2) backdrop ambiguity, and the existence 

of diverse problems, such as characters. All of these 

elements impede the separation of the real text from the 

natural visual, which might lead to mistakes. (3) 

Interference elements including noise, low quality, 

distortion, and uneven illumination also cause issues when 

detecting and extracting text from a natural backdrop. [17] 
 

Difficulties with the diversity and complexity of natural 

pictures for text extraction are addressed from three 

perspectives: (1) natural text change owing to variable font 

size, style, color, scale, and orientation, (2) backdrop 

ambiguity, and the existence of diverse problems, such as 
characters. All of these elements impede the separation of 

the real text from the natural visual, which might lead to 

mistakes. 
 

(3) Interference elements including noise, low quality, 
distortion, and uneven illumination also cause issues when 

detecting and extracting text from a natural backdrop. [17] 
 

Using the benefits of deep image representation, a 
variety of deep models for filtering/classifying textual 

components [23], [24], [25] or word/character identification 

[26], [25], [27], [24] have recently been constructed. For text 

detection, the author of [23] utilized a two-layer CNN with 

an MSER detector. The CNN model was utilized for 

detection and identification tasks in studies [25, 24]. These 

text classifiers are often trained using a binary text/non-text 

label, which is significantly less useful for learning. 
 

In this paper, we focus on the challenge of identifying 

text in the Kazakh language, with the goal of correctly 

localizing the exact places of text lines or phrases in an 

image. Text information in photographs can include a wide 

range of text patterns on a very complicated background. 

For instance, the text may be very tiny, in a different font, 

and with a complicated underlining. This presents basic 

challenges for this activity, as determining the right 
components of symbols is difficult. To tackle this challenge, 

a variety of text detection technologies must be used. 
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II. METHODOLOGY 
 

A. Selecting a Template 

One of the most pressing challenges at the present is 

textual definition. To determine the text written in the 

Kazakh language with true precision, neural network models 

are utilized. The Python programming environment is used 
to design a system for identifying text written in Kazakh in 

this article. 
 

The easyocr approach is quite useful when 

programming. As the name implies, EasyOCR is a Python 
library that enables computer vision engineers to do optical 

character recognition with minimal effort. When it comes to 

optical character recognition, EasyOCR is presently the 

most user-friendly option: 
 

The EasyOCR package has few dependencies, which 

simplifies the setup of the OCR development environment. 
 

To do OCR, just two lines of code are required: one to 
start the Reader class and the other to recognize the picture 

using the text reader method. 
 

Following that, a simple Python script will be written 

to do optical character recognition with the EasyOCR 
module. 

 

Python and the PyTorch libraries are used to 

implement EasyOCR. EasyOCR currently only enables the 

recognition of printed text. 
 

Optical character recognition with EasyOCR 
 

Because the putText function in OpenCV cannot show 

non- ASCII characters, a quick and handy method is built to 

parse these potentially unpleasant characters. 
 

The cleanup text helper method merely checks that the 

sequence number of characters in the text string given is less 

than 128, and removes any other characters. The command 

line options are now decided when the input data is ready to 

work. 

Three command line parameters are accepted by the 

script: 

 image: path to an input picture with text for OCR. 

 langs: a list of language codes separated by commas (no 

spaces). The script assumes English by default (en). 

 gpu: a graphics processing unit. 

 langs is a comma-separated list of Python languages for 

the EasyOCR engine. The —image input is then loaded. 
 

Note. EasyOCR, unlike Tesseract, can operate with the 

BGR OpenCV default color channel order. As a result, 

changing the color channels after loading the  
 

To use EasyOCR for optical character recognition, an 

instance of the Reader object is first constructed, with lang 

and the logical value —gpu passed to the constructor. When 

the input picture is passed, the readtext method is invoked. 
 

The EasyOCR output consists of three tuples: 

 box: The coordinates of the localized text's bounding 

box. 

 text: OCR string 

 prob: The likelihood of OCR findings 

 When you select an EasyOCR result, the bounding 

box coordinates are first unpacked. 
 

III. RESULTS AND DISCUSSION 
 

For testing, the EasyOCR library was utilized, and the 

implementation was done in Python. The Reader string from 

the EasyOCR library was used to initialize the text, and the 

readtext method was used to identify the image. Figures 1 

and 2 illustrate the texts for recognizing the terms in the 

text, as well as the tests that were performed. 
 

The first major issue with this categorization is that, 

other from the 42 classes chosen (from A to ; from A to ;), 

all other items are not recognized as text [14]. There are 

several subclasses of non-textual objects. This makes 

handwritten text recognition more challenging.

Fig. 1: First text recognition using the EasyOCR package 

 

 

 

http://www.ijisrt.com/


Volume 7, Issue 12, December – 2023                International Journal of Innovative Science and Research Technology                                                 

                                                                   ISSN No:-2456-2165 

 

IJISRT22DEC044                                      www.ijisrt.com                                 2158 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

Fig. 2: Second text recognition using the EasyOCR package 
 

To identify the inscription-text on the photograph, a 

collection of texts written in Kazakh is required. As a result, 

writings written in various styles were used as input. The 

"bbox" function of the EasyOCR package was used to 

calculate the coordinates of the words in the provided text in 

order to determine the text in the photos. The words in the 

supplied text were detected independently as green 

rectangles, encircled, and chopped using the same 

coordinates as shown in Figure 1. Words are detected within 

the rectangle provided by the "Text" function. The "Prob" 

function returns the identified words as separate pictures. 

 

Table 1: Overview of results 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

Table 2: Example of errors on the first text 

Overview of results The number of words 

in the given text 

The number of incorrectly  

 Identified words 

The average value of the 

error 

According to the first text 233 23 9,87% 

According to the second text 319 31 9,7% 
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The results of utilizing OCR with the EasyOCR library 

are shown above. The —langs argument instructs text (and, 
eventually, EasyOCR) to identify Kazakh letters and words. 

 

 

As input, several texts written in various scripts were 

provided. The algorithm was able to recognize each 

individual word in the provided text during text 

identification. However, due to a variety of factors, each 

individual word in the given text was incorrectly identified. 

Tables 2 and 3 show the list of words that were incorrectly 

identified for the given texts. 
 

Some inaccuracies were created as a result of the first 

text's results, as displayed in the second table. That is, the 
Kazakh text recognition system encountered difficulty 

during text recognition in the following cases: 
 

Even if the words are separated in the text; 
 

If letters unique to the Kazakh language are written 

in a confusing manner; 
 

If the letters, {з, р, д, й, ү, ұ, y} are jumbled up in 

the text identification area, and so on. 

 

 

 

 

 

 

 

 

 

Table 3: Example of errors on the second text 
 

The second text resulted in errors, as shown in table 3. 
In the following situations, the system had difficulty 

identifying the text for this text: 

 Even if the words in the text are printed in different sizes; 

 It is tough to write letters together; 

 If words are typed using special symbols when writing the 

text (!?) 

 Even if the letters in the text's words are written at a 

distance from one another; 
 

Although the identification of individual words in 

Kazakh text works systematically, it was discovered that 

external human factors are an impediment to identification. 
 

IV. CONCLUSION 
 

A technique for detecting individual words in Kazakh- 

language texts was created in this study. During the system's 

development, efforts were made to detect words written in 

the Kazakh language with varying numbers of symbols, 

writing styles, underlining, and sizes. The findings were 

obtained using the EasyOCR package and the Python 

programming environment. The system produced the 

following results: it identified texts in the Kazakh language 

and outputted the information as individual recognized 

words as independent pictures. Many environmental and 
personal elements of the individual were discovered to 

impact the high accuracy of identification for the 

identification of words in the provided text. A system based 

on recognizing individual letters is being developed to 

improve the system for identifying texts in the Kazakh 

language and eliminate errors. In addition, neural network 
models will be used to enhance the system. 
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