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Abstract:- The evolution in Information Technology has 

gone a long way of bringing Igbo, one of the major 

Nigerian languages evolved. Some online service 

providers report news, publish articles and search with 

this language. The advancement will likely result to 

generation of huge textual data in the language, that needs 

to be organized, managed and classified efficiently for 

easy information access, extraction and retrieval by the 

end users. This work presents an enhanced model for 

Igbo text classification. The classification was based on N-

gram and K-Nearest Neighbour techniques. Considering 

the peculiarities in Igbo language, N-gram model was 

adopted for the text representation. The text was 

represented with Unigram, Bigram and Trigram 

techniques. The classification of the represented text was 

done using the K-Nearest Neighbour technique. The 

model is implemented with the Python programming 

language together with the tools from Natural Language 

Toolkit (NLTK). The evaluation of the Igbo text 

classification system performance was done by calculating 

the recall, precision and F1-measure on N-gram 

represented text. The result shows text classification on 

bigram represented Igbo text has highest degree of 

exactness (precision); trigram has the lowest level of 

precision and result obtained with the three N-gram 

techniques has the same level of completeness (recall). 

Bigram text representation technique is extremely 

recommended for any text-based system in Igbo. This 

model can be adopted in text analysis, text mining, 

information retrieval, natural language processing and 

any intelligent text-based system in the language. 

 

Keywords:- Igbo Language; Text Classification; Text Mining; 

K-Nearest Neighbour; N-Gram; Similarity Measure. 

 

I. INTRODUCTION 

 

The management of valuable information that are 

unknown in textual documents has created concerns to 

Information Technology (IT) experts [1]. It is hard and too 
expensive to seek for the useful information hidden in the 

unstructured textual documents of web pages, news articles 

and others. This is faced with lack of sophisticated text 

analysis model for discovery new information in their 

unstructured manner [2]. The need for systematic 

organization and management of free available online 

documents for proper utilization and decision making is 

emphasized in [3]. As a result of this, text mining and data 

mining have gained great interest with the intense of 

converting the data into valuable facts [4]. In [5], it is 

approximated that about 500 companies lose about $12 

billion in value annually because of their inability of 

exploiting unstructured textual data and this practically 
implies that performing text analysis may increase the 

organization’s competitive advantage.  

 

Text Mining (TM), gotten from the meaning textual 

data mining, is called a knowledge extraction from text. 

Discovering or extracting knowledge, ideas from text simply 

means extracting interesting but hidden patterns or trends 

from textual documents. Text mining is a quite novel research 

that has created great concern on researchers, due to a 

continuous increase of electronic text. It is also has seen to be 

of great business values. This is proved by [6] statement: “As 

the mainly natural means of saving information is textual 
data, textual data mining is assumed to comprise a higher 

profitable potential than data mining. It is pointed that a 

research done shows that more than 70% of the business 

information is hold in a textual document. TM involves 

difficult tasks because of the unstructured nature of the 

textual data; one has to perform these tasks in order to put the 

text in a structured format before analysis can be performed 

on it [7]. Text mining adopts models and algorithms from 

machine learning, artificial intelligence, data mining, 

information retrieval and natural language processing to 

extract knowledge from the text automatically [8] [9]. Text 
mining involves many fields such as text summarization, text 

classification, entity extraction, clustering, semantic and 

sentiment analysis [10]. This work focuses on text 

classification. Text classification is a process of giving 

predefined classes to unstructured textual documents [11] 

[12].  

 

The advancement of Information Technology (IT) has 

gone a long way of bringing in Igbo, one of the three 

Nigerian major languages evolved [13]. It has grown to the 

extent one can use (Windows 7 and above operating system), 

create documents, reports news online, search and publish 
articles online with this language. As there is vast increase in 

information stored in text format of this language, there is 

need for an intelligent text-based system for proper 

management of the data [14]. It is necessary to have means to 

organise and manage the data generated with these languages 

effectively. These needs have motivated for this research to 

develop an improved model to classify Igbo textual 

documents for proper organisation and management. 
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In addition, text mining is gaining popularity as a result 

of increase in textual documents in different languages in the 
world. Most text mining models majorly deals on processing 

foreign languages (like English, French, Latin, Chinese, 

Arabic, Spanish, and Japanese) documents. Little or no 

research has been done to apply the text mining techniques on 

Igbo textual document. 

 

II. OVERVIEW OF IGBO LANGUAGE 

 

According to [15], language can be defined as a means 

of interaction and communication between people sharing 

common policies and code, in terms of symbols. In Nigeria, 

Igbo language is one of the 3 (three) main languages (Hausa, 
Yoruba and Igbo). It is mainly spoken by the eastern Nigerian 

people [13]. Igbo language has many dialects. Standard Igbo 

is used for this work because it is the Igbo that are majorly 

used for formal communication. Formal (Standard) Igbo is 

made up of thirty-six (36) alphabets. These include: a, b, ch, 

d, e, f, g, gb, gh, gw, h, i, ị, j, k, kw, kp, l, m, n, nw, ny, ṅ, o, 

ọ, p, r, s, sh, t, u, ụ,v, w, y, and z. The Igbo character set 

consist of 8 (eight) vowels and 28 (twenty-eight) consonants.  

The consonant alphabets are “b, ch, d, f, g, gb, gh, gw, h, j, k, 

kw, kp, l, m, n, nw, ny, ṅ, p, r, s, sh, t, v, w, y, z” while the 

vowels alphabets are “a, e, i, ị, o, ọ, u, ụ”. In Igbo character 
set, nine consonants letters are digraphs: “ch, gb, gh, gw, kp, 

kw, nw, ny, sh” [16].  

 

The Igbo language  is a language with two outstanding 

tones (high and low). Igbo is a language that forms majority 

of its words by the concatenation of two or more words. It is 

agglutinative language in nature [15]. 

 

III. RELATED WORKS 

 

Some research connected to the work were studied and 

reviewed as follows: 
 

[17] proposed an improved way of classifying Arabic 

text using Kernel Naive Bayes (KNB) classification method 

to solve the issue of non-linearity in Arabic text 

categorization. Performance evaluation on the classification 

result on the collected dataset of topic mining Arabic showed 

the proposed KNB classifier is more effective than other 

classifiers. 

 

The system evaluation of five often used feature 

selection methods (Chi-square, Correlation, GSS Coefficient, 
Information Gain and Relief F) on Arabic text categorization 

is studied in [18]. The grouping of feature selection methods 

based on the average weight of the features was adopted. The 

experimental result on Support Vector Machine classification 

model and Naïve Bayes proved that best classification results 

were gotten when feature selection is done using Information 

Gain technique. 

 

The work in [19] surveyed three feature selection 

techniques (filter, wrapper and embedded) and their effects 

on text classification. The survey proved that filter method 
should be adopted if the result is needed in lesser time and for 

large dataset; and wrapper method should be adopted if the 

accurate and optimal result is needed. It was also observed 

that the performance of different algorithms differ according 
to the data collection and desires. 

 

[20] compared the performance of various text 

classification systems in diverse ways using feature extraction 

without stemming and with stemming on Arabic text. Many 

text classification techniques such as K-Nearest Neighbour, 

Decision Tree, and Naïve Bayesian were used.  The outcome 

showed the classification correctness for Decision Tree and 

Naïve Bayesian method is superior to K-Nearest Neighbours. 

 

A model for classification of the emotion of the memes 

(images that contains both text and image) associated with the 
COVID-19 is proposed in [21]. Image and Text sentimental 

Analysis methodologies are adopted for the research. OCR 

and YOLO techniques are proposed for the classification of 

the memes. The model performance evaluation is proposed to 

be measured by using accuracy and precision. 

 

[22] proposed a new system for text classification based 

on Binary Particle Swarm Optimization and Reduced Error 

Pruning Tree- BPSO/REP-Tree hybrid. The Binary Particle 

Swarm Optimization – BPSO is used for the feature selection 

procedure and the “Reduced Error Pruning Tree - REP” is 
used for the classification process. BBC-Arabic dataset is 

used for the experiment. 

 

An approach for computing range-based rules from 

numerical data to develop categorization and characterization 

models is carried out in [23]. Their experimental results show 

the proposed approach performs better than the commonly 

used rule mining methods.    

 

In all the related works reviewed, little or no work on 

this research focus has been done on Igbo, one of the 

Nigerian major languages. This paper resolved challenges 
that may hinder the effectiveness of mining textual data in an 

Igbo language; developed a system that extracts useful 

features in Igbo text for the classification of the document. 

 

IV. MATERIALS AND METHODS 

 

This section discusses the processes (figure 1) involved 

in developing and implementing efficient and robust text 

classification model that extracts features from Igbo textual 

corpora for the classification of the documents based on 

predefined categories. The system uses K-Nearest Neighbour 
model based on similarity measurement to automatically 

classify Igbo text documents. 

 

The tasks in this system are: 

 Igbo Textual Documents Collection  

 Igbo Text Pre-processing 

 Text Representation 

 Feature Selection 

 Text Classification 

 System Performance Evaluation 
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Fig. 1: Architecture of Igbo Text Classification System 

 

A. Igbo Text Collections 

The implementation of the Igbo Text Classification 

system begins with the gathering of Igbo text documents. 

Igbo language is one of the languages that employ non-ASCII 
character sets. Unicode model was used for its text extraction 

and processing. This requires UTF-8 encoding [13]. UTF-8 

uses numerous bytes and represents group of Unicode 

characters. The text extraction and processing is achieved 

with the means of decoding and encoding as shown in Figure 

2. Decoding converts Igbo text files into Unicode while 

encoding write Unicode to a file and converts it into a 

suitable encoding [24]. A sample of an Igbo text is displayed 

in figure 3.  

 

The Igbo text documents used for the work was 
gathered from the following sources: 

 Igbo Online Radio – Igbo Online News Reports 

(www.igboradio.com).  

 Catholic Rex Igbo Publications - Catholic Weekly 

Bulletin. 

 Microsoft Igbo Language Software Localization Data. 

 Igbo Story Books. 

 

 

 

 

 

 

 
 

   Fig. 2: Igbo Text Unicode Processing 

 

 

 

Fig. 3: Display of Igbo Text 

 

 

 

 

 

 
 

 

 

 

B. Igbo Text Pre-processing 

This module converted unstructured Igbo text into a 

more comprehensible and structured format ready for next 

processing [25]. The text pre-processing covers text 

normalization, Igbo text tokenization and Igbo stop-words 

removal.  

 

C. Text Normalization  

In this process, the Igbo textual document is 

transformed to a format that makes its contents consistent, 

convenient and full words for an efficient processing. All text 

cases are converted to lower cases. The diacritics and noisy 

data are removed. The noisy data is assumed to be data that 

are not in Igbo dataset and can be from numbers, currency, 

date, time and other special symbols. 

Algorithm 1 outlines the procedures followed in performing 

normalization in the collected Igbo textual documents. 

Algorithm 1:  Algorithm for Normalization of Igbo Text 

Data-in: Igbo Text Document, Non-Igbo Standard 
Data/Character list 

Result: Normalized Igbo Text 

 

Steps: 

1. Convert all text cases to lower cases. 

2. Eliminate diacritics. Characters like ụ̄, ụ̀, and ụ́ 

contains diacritics called tone marks. 

3. Eliminate non-Igbo character. 

4. For every word in the Text Document: 

i. If the word is a digits (0, 1, 2, 3, 4, 5, 6, 7, 8, 9) or contains 

digits then the word is not useful, remove it. 
ii. If the word is a special character (“, =, +, ), (, $,^,&, >,<,% 

and others) or non-Igbo character, get rid of it. 

UTF-8 
Unicode 

Igbo Text  

Decode Encode 

Stored Program Igbo Text 

UTF-8 
 

Execute some Python Operations 

Ihụ akwụkwọ Weebụ ọhụrụ ahụ na-agba mbọ ịmepe 
otu saịtị na Intaneètị̀. Ị chọrọ ịnye nke a ohere? 

Kwụnye diisk ike ǹsìebeọzọ ma ọ bụ ọdọnnyà USB 

mpịọkụ gị. Mgbe ị pịkịnyechara ya, i ga e lenyeanya 

n'ebe Mwefe Mfe Windows chekwara faịlị gị gasị.  

 

System Performance Evaluation 

K-Nearest Neighbour 

 + Euclidean Distance 

Classifier 

 

 

Stored Igbo Text  

 

Training 

Data 

Textual Data Pre-processing 
 

 

 

 

 

 

 

 

 

 

 

Stop-Words Removal 

Text Tokenization 

Igbo Text Normalization 

Igbo Stop 

words 

List 

Feature Construction 

 

 

 

 

 

 

 

 

 

Igbo Text Representation 

(N-Gram Technique) 

Feature Selection 

(Mean TF-IDF) 
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iii. If the word is joined with hyphen like “ụlọ-akwụkwọ”, “na-

eri”, then take away hyphen and disconnect the words. For 
example, the following word “ụlọ-akwụkwọ” will be “ụlọ” 

and “akwụkwọ”, forming two dissimilar words. 

iv. If the word contains apostrophe like n’ụlọ akwụkwọ then 

get rid of the apostrophe and separate the words. For 

example “n’ala eze, after normalization will be three words 

“n”, “ala” and “eze”. 

 

D. Tokenization of Igbo Text 

Tokenization is the means of separating Igbo text into a 

series of distinct words. These words are known as tokens. 

Algorithm 2 outlines the procedures followed in performing 

tokenization exercise in the normalized Igbo textual 
documents. 

Algorithm 2: Algorithm to tokenize the Igbo text 

Data-in: Normalized Igbo text 

Result:  Tokenized Igbo Text 

Steps: 

1. Make a TokenHolder.  

2. Insert to the TokenHolder when token is found. 

3. Disconnect letters or words between “-”; check if the letter 

or word equals any of the following: “ga-”, “aga-”, “n’”, 

“na-”,  “ana-”, “ọga-”, “ịga-”, “ọna-”, “ịna-”. For example, 

the strings: “na–ese”, “aga-eche”, “na-eme” will be 
disconnected and written as “na”, “-”, “ese”, “aga”, “-”, 

“eche”, “na”, “-”, and “eme”.  

4. Separate character or word(s) following n with apostrophe 

“n’ ”. For example, the strings: “n’aka”, “n’ụlọ egwu” will 

be disjointed and written as “n”, “aka”, “n”, “ụlọ” and 

“egwu” tokens.  

5. Eliminate diacritics. The grave accent (` ), or acute accent 

(´ ) in a word will be removed. For instance, if these 

words ìhè and ájá appear in a corpus, the accent will be 

removed, tokens ihe and aja will be taken.  

6. Any word separated with a whitespace is considered a 

token.  
7. Any single word that ends with dot (.) or semicolon (;), or 

comma (,) or colon (:) or exclamation mark (!) or question 

mark (?), is considered as a token. 

 

E. Removal of Igbo Stop-words 

Stop-words are most frequently used functional words 

in a language that usually carry no useful information [26]. 

There is no exact number of stop-words which every Natural 

Language Processing (NLP) toolkit is expected to have. This 

process eliminates the stop-words in Igbo text. Figure 4 

displays some of the Igbo stop-words.  
 

 

 

 

 

 

 

 

Fig. 4: Sample of Igbo Stop-words List 

 

In the developed Igbo text classification model, a stop-
word list is generated and saved in a system. This is 

automatically loaded to the system whenever the system is in 

operation. The model assumed any Igbo word with less than 

three length characters do not carry useful information. These 
are considered as stop-words and are also eliminated in this 

process [27].  

 

Algorithm 3 outlines the procedures followed in performing 

removal of stop-words in the tokenized Igbo textual 

documents. 

Algorithm 3: Removing Igbo Stop-Words Algorithm 

Data-in:   Igbo Tokenized Text 

Result:  Igbo Stop-Word Free Text 

Steps: 

1. Insert the stop-word file. 

2. Change the loaded stop-words to small letters. 
3. Scan each word in the formed TokenList. 

4. For each word t є TokenList of the file 

i. Verify if  t(TokenList) is in Igbo stop-word list 

ii. Yes, delete t(TokenList) from the Token List   

iii. Decrease tokens total 

iv. Shift to the next t(TokenList) 

v. No, shift to the next t(Token List) 

vi. End Repetition Loop 

vii. Move to the next job in the pre-processing stage 

 

F. Text Representation  
Text representation is a process of selecting suitable 

features to represent a textual document [28]. This is one of 

the challenges that have to be settled for a successful research 

in any text-based system in any natural language like Igbo 

[13]. The way in which text is represented contributes a lot to 

the performance of its application in a system [29]. According 

to [12], text representation with vector space model results to 

high dimensional data and likely contains many irrelevant 

features that may affect the performance of a text-based 

system.  

 

Compounding is a common style of word creation in 
Igbo language. Igbo vocabulary consists of many compound 

words because of its agglutinative nature. So many Igbo 

keywords and features are in phrasal form [13]. The meaning 

of a whole is not the same to the meaning of a part. 

Considering the compounding structure of Igbo words, N-

gram model is adopted for the text representation in this 

research. 

 

G. Feature Selection  

Feature selection is a process of choosing relevant 

features from a textual document to be used for a text-based 
task. This is put in place to reduce the dimension feature 

space of a system to improve its performance. It involves the 

identification of relevant features to be used in the system 

without affecting its accuracy [30]. This process will serve as 

a filter; muting out irrelevant, unneeded and redundant 

attributes / features from Igbo textual data to boost the 

performance of the system. Improving the feature selection 

will improve the system performance. The goal of feature 

selection is summarised in threefold: 

i. Reducing the amount of features; 

ii. Focusing on the relevant features; and 
iii. Improving the quality of features used in the system 

process. 

ndị, nke, a, i, ị, o, ọ, na, bụ, m, mụ, ma, ha, ụnụ, 
ya, anyị, gị, niine, nile, ngị, ahụ, dum, niile, ga, ka, 
mana, maka, makana, tupu, e, kwa, nta, naanị, 
ugbua, olee, otu, abụọ, atọ, anọ, ise, isii, asaa, 
asatọ, iteghete, iri, anyi, ndị, a, n', g', ụfọdu, nari, 
puku, si, gara, gwa, ihi, dịka  
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The Mean Term Frequency-Inverse Document 

Frequency (Mean TF-IDF) model is adopted for the feature 
selection in this system.  

  

H. Text Classification 

Text Classification is a research area in text mining that 

automatically allocates one or more predefined classes to 

textual documents based on their contents [12]. The 

inculcation of Igbo language in the operation of Information 

Technology has given rise to the generation of large amount 

of Igbo textual data. The large document size of the text 

makes the classification of the documents very complex and 

time consuming. As the quantity of the text is increasing 

rapidly, this initiated the trend of automatically classifying 
the text. The classification of the Igbo text is based on K-

Nearest Neighbour technique. 

 

I. K-Nearest Neighbour (KNN) Classification Technique 

KNN text classification model classifies test document 

regards to the k- nearest training documents in the documents 

set. KNN is a good model for text classification [31]. It is 

chosen because it is a simple and effective means of 

classifying text.  The KNN algorithm works with three major 

parameters: 

1. Similarity / Distance metric: The distance metric is 
adopted to compute the difference between two data 

instances in order to measure the similarity. The distance 

metric in calculated by getting the distance between input 

test document instance and training document set 

instances. Choice of distance metric acts vital task in the 

efficient and effective performance of the proposed text 

classification model. The Igbo text classifier uses the 

Euclidean distance metric to compute the distance 

between two neighbours. 

2. K-Value Selection: K-value represents the neighbourhood 

size. This is one of the input parameters used to determine 

the class. 
3. Computing the Class Probability: The assignment of a 

data instance into a class is simply based on voting. This 

is illustrated using figure 3.16. 

 

Given a test document t to classify, k-NN model 

positions the text document’s neighbours amidst the training 

documents. It then uses the document class of the k nearest / 

most similar neighbours to guess the class of the test 

document. 

 

The procedure of the proposed KNN text classifier 
based on similarity measurement is shown in algorithm 4. 

Algorithm 4: K-Nearest Neighbour Classifier 

Procedure: Find the class label 

Data-in: k-value, the number of nearest neighbours; Z – 

Testing data set; T – Training data set; 

Result: C, Label set of testing data set 

1. Enter Training data file 

2. Enter Testing data file 

3. Execute pre-processing task 

4. Choose relevant features 

5. For each zi in Z and each ti in T do 

 

Calculate d(zi,ti) based on distance measure 

6. Determine the similarity or dissimilarity based on the 

computed distance d. 
7. Determine the k-value. 

8. To decide whether the document belongs to a class; 

i. Assign C = { }, a set or list that holds the class labels 

ii. For each zi in Z and each ti in T do 

iii.   Neighbours (zi) = { } 

iv.   if │Neighbours(zi)  │ < k then 

v.   Neighbours (zi) = closest (zi,ti) ∪ 

Neighbours (zi)  

vi.  End if  

vii. if │Neighbours(zi) │ = k then 

viii. C = test Class (Neighbours (zi) ∪ C 

ix. End for 

 

9. Exit Classifier 

In the algorithm 4, a text document is given a class label 

by votes of its neighbours. For instance, assuming K = 1, then 

classifier will assign the document to label of its most similar 

neighbour. The Neighbours (vi) returns the k-nearest 

neighbours of vi; and closest (vi,wi) returns the closest 

element of wi in vi.  

 

The choice of k-value will be dependent on the number 
of neighbours, distance metric and decision rule. The decision 

for choice of k is heavily dependent on the actual distribution 

of v and w.  Figure 5 shows the illustration on how the KNN 

performs its classification. 

 

In figure 5, the green circle represents the test instance 

and is to be grouped either into blue square class or into red 

triangle class regards to the k-value. For example if k-value = 

3 (solid outline circle), the green circle is categorized into red 

triangle instance class label due to existence of 2 triangle 

instances and 1 square instance in internal circle. If k-value 
=5 (dashed outline circle), the green circle is categorized into 

blue square instance class due to existence of 3 blue square 

instances and 2 red triangle instances in the external circle.  

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

Fig 5: Illustration of KNN Algorithm [32] 

 

 

Green circle = Test Instance 

Represents k-value = 3 

Represents k-value = 5 
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J. Document Similarity Measurement 

A document similarity measurement reflects the degree 
of closeness or separation among the documents [33]. 

Similarity score is defined to determine the similar 

documents. Different features of the documents are quantified 

and similarity algorithm is employed across the features to 

get the similarity score between the documents. 

 

Euclidean distance metric is used to produce the 

similarity scores between the documents. The documents that 

have minimal similarity score are likely to be more similar 

while those with maximal similarity score are likely to be 

dissimilar. The text documents in the same class will appear 

to be most similar neighbours. 

 

Definition: If A = (a1, a2, ... an) and B = (b1, b2, ... bn) are two 

points in n-dimensional Euclidean space, then the distance (d) 

from A to B or B to A is given by the formula: 

d2(A,B) = d2(B,A) =  

(a1-b1)2 + (a2-b2)2 + ... (an-bn)2   ..........................     1 

 

K. System Performance Evaluation 

The system performance is evaluated by computing the 

precision, F1-measure and Recall. Precision is defined as the 

quotient of total TPs and sum of total TPs and FPs. Precision 
point is known to as a point of correctness.   

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝐓𝐏

𝐓𝐏+𝐅𝐏
         

………………………………………………… 

 2 

 

Recall of the classification system is described as the 

quotient of total TPs and sum of total TPs and total FNs. 

Recall level measures completeness. 

 

𝑹𝒆𝒄𝒂𝒍𝒍 =
𝐓𝐏

𝐓𝐏 + 𝐅𝐍
            ………… 3 

 

F1-Measure is single function that joins recall and 

precision points. When the F1-measure is high, it means that 

the overall text classification system is high.  

 

F1-Measure =  

(2 * Recall * Precision) / (Recall + Precision) ……… 4 
= 2TP / (2 TP + FP + FN)          ……….  5 

 

In summary, computation of precision, recall and f1-

measure required four input parameters: TP, FP, TN and FN. 

i. TP - total of text documents accurately allotted to 

document class. 

ii. FP - total of text documents wrongly allotted to 

document class. 

iii. FN - total of text documents wrongly rejected from 

document class. 

iv. TN - total of text documents correctly rejected from 

document class. 
 

These parameters are input to the evaluator. They are 

obtained from the classification result.  Figure 9 displays the 

performance measure module of the Igbo text classification 

system. 

 

V. EXPERIMENT 
 

This entails the means of putting into operational all the 

theoretical design of the proposed Igbo text classification 

model. The Igbo text classification system is implemented 

with Python and tools from Natural Language Toolkit 

(NLTK). 

 

 
Figure 6: Text Classification Module of the System 

 

 
Figure 7: Similarity Measurement of Igbo Documents using 

Euclidean Distance 
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Figure 8: Igbo Text Classification System Result on Bigram 

Represented Text when k =1 

 

 
Figure 9: Igbo Text Classification System Performance 

Module 

 
Figure 10: Performance Measure Result 

 
Figure 11: Igbo Text Classification System Performance 

Measure Result Chart 

 

Table 1: Summary of Unigram, Bigram and Trigram Text 
Classification result 

Text 

Document 

 

Unigram Bigram 

 

Trigram 

IgboText1 Administration Administration Administration 

IgboText10 Religion Religion Religion 

IgboText11 Computer Computer Administration 

IgboText2 Religion Computer Religion 

IgboText4 Administration Administration Administration 
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Text 

Document 

 

Unigram Bigram 

 

Trigram 

IgboText5 Religion Administration Administration 

IgboText6 Computer Computer Administration 

IgboText7 Administration Administration Administration 

IgboText8 Religion Religion Religion 

IgboText9 Religion Religion Religion 

 

VI. RESULT ANALYSIS 
 

Figure 6 displays the Text classification module of the 

system. The K-value and N-gram model are the input 

parameters required to supply before classification can be 

done. The value of K determines the number of most similar / 

nearest documents to consider when assigning the class label 

/ name. The document(s) to classify is selected from the 

testing documents set.  

 

Figure 7 shows the display of result obtained when 

similarity measurement is performed on Igbo text documents 
using Euclidean distance metric function. Figure 8 is a 

display of Igbo Text Classification System Result on Bigram 

Represented Text when k =1. 

 

Figure 10 and figure 11 shows the classification 

performance measure result chart respectively. The result 

shows that the recall, precision and F1 for unigram are 1.00, 

0.80 and 0.89 respectively. The recall, precision and F1 for 

bigram are 1.00, 0.90 and 0.95 respectively. The recall, 

precision and F1 for Trigram are 1.00, 0.62 and 0.82 

respectively. Recall measures the degree of completeness. 

The result shows Igbo text classification on the text 
represented with the three models (unigram, bigram and 

trigram) has the same level of recall (completeness). This 

means all the text documents that were given to the classifier, 

were given a label name. Precision measures the degree of 

exactness. The classification with bigram has highest degree 

(0.90) of exactness (precision) while trigram has the lowest 

degree (0.62) of exactness.  F1 measures the classification 

system accuracy by taking into consideration the precision 

and recall to calculate its value. F1-measure is at its finest 

score (value) at 1 and at its worst at 0. Bigram represented 

text classification has the highest value (0.95) of F1 while 
Trigram has the lowest value (0.82). 

 

Table 1 gives the summary of classification output on 

Unigram, Bigram and Trigram represented texts. A total of 10 

testing documents are used for the experiment. In Unigram, 

eight documents are correctly assigned a class label while two 

are incorrectly assigned a class label. In bigram, 9 documents 

are correctly assigned a class label while one is incorrectly 

assigned. In trigram, 7 documents are correctly assigned a 

class label while 3 are incorrectly assigned a class label. 

 

 

VII. CONCLUSION 
 

In this work, an improved model for representation and 

classification of Igbo texts using N-gram and KNN model 

based on the similarity measure is developed and 

implemented. This model richly represented Igbo text using 

N-gram model of length 3 (Unigram, Bigram and Trigram) 

considering the compound nature of the Igbo words. Relevant 

features were selected with Mean TF-IDF technique. The text 

classification was performed on the selected features using K-

Nearest Neighbour technique based on similarity measure. 

The similarities between the Igbo text documents are 

measured with Euclidean distance metric.  

 
The performance was measured by computing the 

classification accuracy of Unigram, Bigram and Trigram 

represented text. The result showed that the classification 

performed on bigram represented text has higher performance 

than unigram and trigram represented texts.   

 

Igbo text classification model will be of high 

commercial potential value and is recommendable for 

adoption in the development of any intelligent text-based 

system in Igbo. More researchers are ought to be motivated 

by this work to develop interest to think out ways to bring 
Information Technology fully into the indigenous language to 

the profit of people and society.    
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