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Abstract:- Stroke is the second leading cause of mortality 

worldwide, and it continues to be a huge health burden for 

both individuals and national healthcare systems. 

Hypertension, cardiac disease, diabetes, dysregulation of 

glucose metabolism, atrial fibrillation, and lifestyle factors 

are all potentially modifiable risk factors for stroke. Stroke 

is a life-threatening medical condition. When blood flow to 

a portion of your brain is halted or diminished, brain 

tissue is deprived of oxygen and nutrients, resulting in a 

stroke. Within minutes, brain cells begin to die. The 

authors  aimed to derive a model equation for developing a 

stroke pre-diagnosis algorithm with the potentially 

modifiable risk factors. Ischemic embolic and 

haemorrhagic strokes account for the bulk of strokes. 

When a blood clot forms far away from the patient's brain, 

usually in the heart, it travels through the circulation and 

lodges in the patient's smaller brain arteries. 

Haemorrhagic stroke is another type of brain stroke that 

happens when a blood vessel in the brain ruptures or spills 

blood. Stroke is the world's second leading cause of death 

and one of the leading causes of death in persons over the 

age of 65[1]. By the method proposed, it would be able to 

mitigate the stroke by 99 percent,  which is almost most of 

the time. 
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I. INTRODUCTION 
 

Causes of stroke mortality—Stroke mortality is caused 

by co-morbidities and/or complications. Stroke complications 

might manifest themselves at any time. The first week 

following the development of stroke symptoms and the first 

month following the commencement of the stroke is the most 

important time for survival, with the largest incidence of 

fatalities. Hyperglycemia, hypoglycemia, hypertension, 
hypotension, fever, infarct extension or rebreeding, cerebral 

edoema, herniation, coning, aspiration pneumonia, urinary 

tract infection, cardiac dysrhythmia and deep venous 

thrombosis are all complications of stroke.[2]Stroke's effect is 

predicted to expand, with five million strokes and heart 

Disease-related deaths expected in 2020, up from three million 

in 1998. This will be attributed to continuous health and 

demographic changes, which will result in a rise in vascular 

disease risk factors and the old population's age. As a result, 

the suggested method would be revolutionary in detecting a 

stroke in a patient at an early stage with much greater 

accuracy, which would be taken into consideration by all 
medical institutions for a better rate of preventing strokes at 

both an early and late age. 

 

II. LITERATURE OVERVIEW 
 

There has been a good work done in the field of stroke 

prediction system So far in [3] we can find that using Machine 

Learning models to Decision Tree, Naive Bayes and Artificial 
Neural Network it has become much easier for doctors to 

predict if a patient is having symptoms for stroke. During the 

prediction a system works on the Architecture flow which is 

(age, gender, BMI, smoking status, heart disease, previous 

medical history …etc)  ML Techniques (Decision Tree, 

Artificial Neural Network, Naïve Bayes)    Analysis (Stroke 

Prediction)  Management (Suggestions and Improvements). 

[4] studies in which stroke patient’s movement is taken as the 

input data in the process for the prediction by the use of 

expensive sensors, and they hope to be affordable in future. 

Therefore, [5] explains the study that ML algorithms, 
particularly the deep neural network, can better long-term 

outcome prediction for stroke patient. [6] developed a feature 

selection technique for classifying epilepsy episodes. The 

University of Bonn in Germany contributed the EEG dataset 

for this study. Subsets were obtained using a hybrid feature 

selection method. In this study, the mRMR, Fisher, Chi-

Square, and Relief -F were used to identify features 
 

III. METHODOLOGY 
 

A. Data Preparation 

Data was acquired from the Health Care dataset of 

strokes, which has been used in several studies. Because the 

data is difficult to come by, the only way to run the model and 

make a forecast was to use data from a reliable source. As a 

result, the dataset was derived from the Health Care dataset on 

strokes. This dataset is used to forecast if a patient is likely to 

suffer a stroke based on input parameters such as gender, age, 

and a variety of diseases and smoking status. The filtering 

strategy is used to pick a subset of the original train data for 

Machine Learning and Data Visualization applications. 
 

B. Data Preprocessing 

Records, points, vectors, patterns, occurrences, instances, 

samples, observations, or entities make up a dataset. A 

collection of characteristics that define data items capture the 
essential attributes of an item, such as the mass of a physical 

object or the time at which an event occurred. So, to begin 

increasing the dataset quality, the first step would be to 

Encode Categorical Features, which indicates that the dataset 

contains categorical values that must be encoded before the 

model can be trained and evaluated. The next step is to scale 

the variation in the features, since feature scaling is a means of 

standardizing the independent characteristics included in a 

data set in a specific range, in this instance BMI, age, and 

average glucose level (Figure 1). Finally, the ID feature should 
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be removed since the number of entries isn't necessary, and 

detecting the null value as null poses an issue because it 
reduces the model's accuracy. 

 

 
Figure 1: Data Preprocessing Overview 

 

C. Feature Visualisation 

Records, points, vectors, patterns, occurrences, instances, 

samples, observations, or entities make up a dataset. A 

collection of characteristics that define data items capture the 

essential attributes of an item, such as the mass of a physical 

object or the time at which an event occurred. So, to begin 

increasing the dataset quality, the first step would be to 

Encode Categorical Features, which indicates that the dataset 
contains categorical values that must be encoded before the 

model can be trained and evaluated. The next step is to scale 

the variation in the features, since feature scaling is a means of 

standardising the independent features in a data set in a 

specific range. A visualisation of urban and rural is shown to 

see how the dataset is getting related to each other. And finally 

a heat map correlation of all the gestures is shown which 

provides an idea of the features/attributes of the dataset. 

 
Figure 2: Residency type visualization 

 

 
Figure 3: Heatmap Correlation 

 

D. Model Architecture 

The Artificial Neural Network (ANN) is made up of the 
structure and function of a biological neural network, which is 

the major reason for the creation of the Artificial Neural 

Network architecture. It is made up of neurons arranged in 

layers and neurons that are comparable to those found in the 

human brain. The input signal is absorbed by the processing 

unit, while the output layer provides network output. In these 

linked configurations, like in all network topologies, the input 

and output layers are always present. The Hidden layer, which 

keeps neurons out of both the input and output layers, is the 

third layer. These neurons are hidden from anyone engaging 

with the system, operating as a black box. By adding 

additional hidden layers containing neurons, the system's 
computing and processing capabilities may be improved, but 

the system's training phenomena grow more complex at the 

same time. The authors use TensorFlow to execute the ANN, 

and we'll start by utilizing the sequential function to initialize 

the ANN. Then we'd add levels to it, starting with the input 

layer, which would have the'relu' activation function. The 

activation function is used to determine if the output of a 

neural network is yes or no. It transforms values from -1 to 1 

or 0 to 1, for example. We'll repeat the method for the four 

hidden layers, and then use the sigmoid as the activation 

function for the output layer. The ANN is then compiled, with 
Adam optimizer as the loss function, binary cross-entropy as 

the loss function, and accuracy as the metrics. 
 

IV. EXPERIMENTAL RESULTS 
 

Now, as we progressed from data collection through 

preprocessing to feature selection to model construction and 

application, the author approach was applied in the algorithm 

proposed and the steps included to get the results. The author 

used 100 epochs for training the dataset on the model, if the 
epochs are less, then it means the model has not been trained 

well, and we need to train the model properly to get the best 

accuracy than the other algorithms. When the epochs are 25 

we are getting an accuracy of 75 percent, gradually increasing 

it we are getting the accuracy of 89 percent at 50 epochs and 

finally increasing it to 100 we are getting an accuracy of 99 

percent which is a tremendous accuracy as it predicts cancer 

99 out of 100 times, which is a great boost to the health 

business. 

 
 

V. CONCLUSION 
 

The stroke prediction decision support system supports 

and guides clinicians in making the finest, most accurate, and 

quickest judgments possible while also minimizing total 

treatment costs. The proposed strategy reduces treatment costs 

and improves quality of life by predicting strokes at an early 

stage. We were able to achieve a whopping accuracy of 99 

percent on a particular dataset by employing Artificial Neural 

Networks, which is a fantastic result in terms of science and 
creativity and will help us have fewer patients die from strokes 

and necessary help would be provided at an early stage. 
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