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Abstract:- Image Captioning is the process of creating a 

text description of an image. It uses both Natural 

Language Processing (NLP) and Computer Vision to 

generate the captions. The image captioning task is done 

by combining the detection process when the 

descriptions consist of a single word like cat, skateboard, 

etc. and Image Captioning when one predicted region 

covers the full image, for example cat riding a 

skateboard. To address the localization and description 

task together, we propose a Fully Convolution 

Localization Network that processes a picture with a 

single forward pass which can be consistently trained in 

a single round of optimization. To process an image, first 

the input image is processed using CNN. Then 

Localization Layer proposes regions and includes a 

region detection network adopted from faster R-CNN 

and captioning network. The model directly combines 

the faster R-CNN framework for region detection and 

long short-term memory (LSTM) for captioning. 
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I. INTRODUCTION 

 

Creating captions is an important task that is relevant 

to both computer vision and natural language processing . 

Limitation of human ability for writing pictures through a 

machine is itself a remarkable step along the line of artificial 

intelligence [1-2]. The motivation of our project is to capture 

how objects in the image are related to each other and 

express them in the English language (generate captions)[3-

4]. 
 

Many image captioning techniques are used to 

translate raw image files. These techniques do not translate 

the exact context of the image and therefore cannot be used 

to gain insight into the image files. A new system is 

proposed for image captioning which includes usage of 

contextual information and thereby accurately describe the 

image [5-8]. 

 

This work aims to generate captions using neural 

language models. The number of proposed models for the 
image labeling task has increased significantly since the 

models of the neural language, ANN and the folding neural 

networks (CNN) became popular [9-16]. This paper is based 

on one of these works, which combines a variant of a neural 

network from Recurrent to a CNN. The main objective of is 

to improve the model by making minor architectural 

changes and using phrases as elementary units instead of 

words, which can lead to better semantic and syntactic 

subtitles. 

 

II. IMAGE CAPTIONING APPROACHES 

 

2.1 Retrieval Based Image Captioning 

Retrieval based image captioning technique is one of 
the traditional ways of producing captions for the image. An 

input image is given as input, retrieval based captioning 

methods generate a caption by retrieving one or many 

sentences from the pre-loaded pool of sentences. The 

caption that was generated can either be the exact same 

sentence that was pre-loaded or a sentence that is framed 

from the retrieved ones. 

 

The disadvantage of this approach is that a large pool 

of images is required to make captions from the allocated set 

of sentences for those images. The output captions generated 

from this image captioning technique does not have any 
grammatical errors, but they are the sentences that were the 

captions for other images. In some of the cases, the captions 

may be irrelevant to the input image. The major 

disadvantage of this method is that they have limitations on 

their capability to describe the images in their own unique 

way. 

 

2.2 Template Based Image Captioning 

Its different kind of methods which is early used and 

it’s based on templates. Based on the templates, the captions 

are generated by a syntactic and semantic restricted process. 
Certain visual concepts must be recognized for generating a 

description of an image using the template-based image 

captioning method. The visual concepts that were 

recognized are then connected by a sentence. For the 

creation of a sentence without any grammatical errors, 

optimization algorithms are required. 

 

The disadvantage of this method is that the generation 

of descriptions is done under the template-based framework 

which is strictly limited to recognized image content of 

visual models, typically with a low number of visual models 
available. There are usually limitations on the coverage, 

creativity, and complexity of the sentences generated. 
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2.3 Image Captioning Methods based on Deep Learning 

2.3.1 Visual Space and Multimodal Space 

Image-based subtitle methods based on learning can 

create subtitles from both the visual space and the image 

multimodal space. In visual space-based image captioning 

method, the features of the image and their captions are sent 

to the speech decoder, whereas in a multimodal space-based 

image captioning method, the multimodal space is shared 
where the device learns the image and generates captions. 

This process also happens through the speech decoder. With 

the multimodal representation, the speech decoder generates 

the caption for the image. 

 

2.3.2 Supervised Learning and Deep Learning Methods 

In supervised learning, the training data is given the 

desired output called a label and in unsupervised learning, 

the training data is given the desired output called the 

unlabeled data. Unsupervised learning uses GAN - 

Generative Adversarial Network. Reinforcement learning, 
which is the other type of learning along with the GAN 

approach are used for produced captions for the image. 

 

The below-given steps are followed to produce 

captions. 

 

 Captions are generated using the CNN and RNN-based 

combined networks. 

 To evaluate the captions and to send that response to the 

first combined network, another CNN and RNN-based 

combined network is used. 

 

2.4 Dense Captioning Methods 

The image captioning techniques discussed earlier can 

generate only a single caption for the given input image. 

Using different areas in the image, they get information 

about different objects. Though they have information about 

many regions of the image, they do not generate a separate 

caption for all the regions. The dense captioning method 

generates captions for all the regions that were detected in 

the image. 

 

The following steps are used by the dense captioning 
technique. 

 For different regions of the image, region suggestions are 

created. 

 To obtain information about the detected regions, CNN 

is used. 

 The result obtained from the step (2) is used by NLP to 

generate captions for each region. 

 

III. IMAGE CAPTIONING APPROACH 

 

Various stages of captioning the image using the deep 

learning model is illustrated in the Fig.1 where the given 
input image is loaded and features are extracted from the 

image then the caption text file is loaded and data pre-

processing and tokenization is done. After tokenization, 

mapping of the image with its caption is stored in a separate 

file. Then the image is encoded using a pre-trained model 

which is used for image classification (VGG model). After 

encoding, train the model and then evaluate it. After this, 

display the most matched caption as the output. 

 

 
FIG 1. STAGES OF CAPTIONING THE IMAGE 

USING THE DEEP LEARNING MODEL 

 

3.1 Loading the Image 

Loading of the image is done using keras. It provides a 

function through which we load the images as a matrix, and 

then the matrix is transformed to a NumPy array through 

keras and loads the images in a fixed dimension as specified 

in a VGG model.  

 

3.2 Extracting Features 

Next stage is to extract features from the loaded 

images. Pre-trained model is used to understand the key 

elements of the photos. VGG model is used to obtain the 

required weights and Feature extraction takes place. 
 

3.3 Data Processing and Tokenization 

Descriptions required be tokenizing and handling 

easily. Cleaning can be done by converting to lowercase, 

removing punctuations, removing unnecessary words like 

'a', removing numbers. If vocabulary is small, then it model 

trains faster but it is not expressive. The image identifiers 

and descriptions are saved to a new file. 

 

3.4 Encoding 

For processing, the words need to be encoded, since 
we are going to use probability, Keras is used to prepare the 

descriptions. Firstly, we map the image identifiers to the 

present descriptions. At the end of this process, we get shape 

of data for the model that is 8092 photos, 28 words (length 

of description) and 4485 words(vocabulary dataset). 

 

3.4 Preparing Model 

A simple model that generates the sentence word by 

word is used. The input for the image is the image and the 

just predicted word and model is called recursively it uses 

Loading the Image

Extracting Features

Data Processing And Tokenization

Encoding

Preparing Model

Progressive Loading

Train with Progressive Loading

Model Evaluation
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the already predicted words to generate the new words and it 

uses input and output pairs and the new words are predicted 

by probability. 

 

3.5 Progressive Loading 

If the computing facility doesn't have enough 

processing capability, the photos and descriptions can be 

loaded in a progressive way. Using Keras, we can load in a 
progressive way through a function. It is used to create 

batches of samples for the training of model and the 

generator gives an array in the form of input and output for 

the model. And the input is the input images and encoded 

word sequences which are in form of array. The hot encoded 

words are the output. 

 

3.6 Train with Progressive Loading 

Data generator along with a function on the model is 

used to train it. Model is saved after each epoch (Epoch is 

one complete representation of data set), Models are created 
and the model with lowest loss is selected.  

 

3.7 Evaluation: 

Once the model is created we evaluate the model. 

BLEU (Bilingual Evaluation Understudy Score) [8] is used 

for evaluating the model. It gives information about the 

quality of text. It compares the generated sentence to the 

reference sentence. The Bilingual Evaluation Understudy 

Score of the model is determined and the model is resulting 

in better score. The BLEU score obtained is provided in 

Fig.2. 

 

Bilingual Evaluation Understudy Score 

BLEU-1 BLEU-2 BLEU-3 BLEU-4 

0.548790 0.296703 0.195520 0.082717 

FIG 2. BILINGUAL EVALUATION UNDERSTUDY 

SCORE FOR THE MODEL 

 

The sample test result is provided in Fig.3, where an 

input image of a dog walking on the water is provided to the 

model and the model predicted the caption as dog is running 

through the water.  

 

FIG 3. PREDICTED CAPTION FOR THE GIVEN 

INPUT IMAGE 

 

 

 

 

 

 

IV. CONCLUSION 

 

The caption for the given input image is 

produced using deep learning model. Initially the images 

were preprocessed and the text in order to train a deep 

learning model. And designed and trained a deep learning 

image caption generation model. Then, evaluated the train 

caption generation model using which produced captions for 
new images that are given as input apart from the loaded 

images. 
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