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Abstract:- Through this study, the author evaluates the 

lecturer's research performance model built on previous 

research. This model consists of seven independent 

variables and one dependent variable. The seven 

independent variables that construct the model are 

Scientific Article, H-Score, College Type, Journal Cluster, 

Research Grant, Research Collaboration, Research 

Interest, while the dependent variable is research 

performance. Based on the results of the evaluation using 

the machine learning approach, a good accuracy score was 

obtained for each classifier, for Random Forest at 93 

percent, Multi-layer Perceptron at 90 percent, Decision 

Tree at 97 percent, and Linear Discriminant Analysis at 93 

percent. The results of this evaluation show that the 

proposed research performance model of the lecturer 

meets the author's expectations and is relevant to the 

conditions of higher learning institutions. 
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I. INTRODUCTION 

 

This study is a continuation of the previous related study. 

In the previous study, the author has built a lecturer research 

performance model. In this study, an evaluation of the proposed 

model was carried out. Evaluation of the model involves four 

machine learning classifiers. The model building is expected to 
be a reference for research managers in assessing and 

improving the research performance of lecturers at higher 

learning institutions. The research performance which is judged 

from the quality and quantity of research output is still not 

optimal, with the model that the author proposes to be an 

alternative solution for the problem.    

 

II. RELATED STUDY 

 

In previous study [1][2], the author has built a lecturer 

research performance model shown in Fig. 1: 

 
Fig. 1. Conceptual Model 

 

This model consists of seven independent variables and 
one dependent variable (See Fig. 1). The author has not 

conducted feature selection and evaluation of the proposed 

model. In this study, only evaluation of the model is carried 

out, for feature selection will be carried out in other studies. 

 

Other related studies published by Wichian et al. [3], 

investigated the factors that influence research productivity in 

public universities. Research Management, Research Funding, 

Communication, Networking-Teamwork, Age, Academic 

Position, Thinking, Research Mind, Volition-Control, 

International Meeting, Research Skill-Techniques, Institutional 
Policy, and Library Expenditure are the variables used in this 

study. The empirical data support the research productivity 

model (Chi-Square at 80.007). The Chi-Square function is used 

to calculate the degree of relationship between variables [4]. 

Back Propagation Neural Networks are used by the authors to 

analyze the factors that influence research performance [5].  

 

III. METHODOLOGY 

 

The steps that the author uses as a guide in conducting 

this study are shown in research design in Fig. 2: 
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Fig. 2. Research Design 

 

This study begins with study literature publications 

related to lecturer research performance, followed by the 

definition of variables that are used as the proposed construct 
model. Then collect data based on the variables that have been 

determined, followed by the development of a lecturer research 

performance model. Determination of variables, data 

collection, and model development has been carried out by the 

authors in previous research [1][2], so that this study enters the 

next stage, the stage of evaluating the model that has been built. 

This evaluation phase involves four machine learning 

classifiers [6][7], Random Forest (RF) [8], Multi-layer 

Perceptron (MLP) [9][10], Decision Tree (DT) [11], and Linear 

Discriminant Analysis (LDA) [12]. The classification results 

are evaluated using several mechanisms, confusion-matrix 

[13][14], accuracy [15], precision, recall [16][17], f1-score 
[18], and AUC (area under the curve)[19][20]. In the last 

section, the author compares the results of the evaluation of 

each classifier, to find out whether the proposed model is 

relevant for use in higher learning institutions or vice versa. 

 

IV. RESULT AND DISCUSSION 

 

The evaluation results of the proposed model consist of 

confusion-matrix, accuracy score, precision, recall, f1-measure, 

misclassification rate, and others (See TABLE I – TABLE V). 

The comparison of True Positive, False Positive, True 
Negative, and False Negative scores are shown in TABLE I: 

 

TABLE I.  CONFUSION MATRIX REPORT 

Classifier True 

Positive 

False 

Positive 

True 

Negative 

False 

Negative 

RF 30 % 0 % 63.33 % 6.67 % 

MLP 20 % 10  % 70  % 0 % 

DT 26.67 % 0 % 70 % 3.33 % 

LDA 23 % 0 % 73.67 % 3.33 % 

 

Confusion-Matrix using Random Forest classifier, the 

number of correctly identified lecturers who did not meet the 
research performance target was 63.33 percent. 6.67 percent of 

lecturers were incorrectly identified as not meeting the research 

performance target. 30 percent of lecturers are correctly 

identified that they met the research performance target. 0 

percent of lecturers were incorrectly identified as meeting the 

research performance target.  

 

Confusion-Matrix using a Multi-layer Perceptron 

classifier, the number of correctly identified lecturers who did 

not meet the research performance target was 70 percent. 0 

percent of lecturers were incorrectly identified as not meeting 

the research performance target. 20 percent of lecturers are 
correctly identified that they met the research performance 

target. 10 percent of lecturers were incorrectly identified as 

meeting the research performance target.  

 

Confusion-Matrix using Decision Tree classifier, the 

number of correctly identified lecturers who did not meet the 

research performance target was 70 percent. 3.33 percent of 

lecturers were incorrectly identified as not meeting the research 

performance target. 26.67 percent of lecturers are correctly 

identified that they met the research performance target. 0 

percent of lecturers were incorrectly identified as meeting the 
research performance target.  

 

Confusion-Matrix using Linear Discriminant Analysis 

classifier, the number of correctly identified lecturers who did 

not meet the research performance target was 73.67 percent. 

3.33 percent of lecturers were incorrectly identified as not 

meeting the research performance target. 23 percent of lecturers 

are correctly identified that they met the research performance 

target. 0 percent of lecturers were incorrectly identified as 

meeting the research performance target.  

 
The results of the evaluation using the Random Forest 

(RF) method are shown in TABLE II: 

 

TABLE II.  RANDOM FOREST EVALUTION REPORT 

 Precision Recall f1-Score 

0 0.83 1.00 0.90 

1 1.00 0.90 0.95 

Accuracy 0.93 

Macro avg 0.91 0.95 0.93 

Weighted 

avg 

0.95 0.93 0.94 

 

Random Forest (RF) produced 83 percent of lecturers 

who did not meet the research performance target of all 

lecturers who were predicted to fail. Of all lecturers predicted 

to meet the research performance target, RF produces 100 

percent who can actually meet it. In comparison to all lecturers 

who do not meet the research performance target, RF produces 

100 percent of lecturers who are predicted not to meet the 
research performance target. In comparison to all lecturers who 

actually meet the research performance target, RF produces 90 

percent of those who are predicted to meet it. RF generates a 

comparison of average precision and recall for lecturers who do 
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not meet the 90 percent research performance target. RF 

generates a comparison of the average precision and recall for 
lecturers who meet the 95 percent research performance target 

(f-measure). RF produced 93 percent of lecturers who were 

correctly predicted to meet the research performance target but 

did not meet the overall lecturers' research performance target 

(accuracy). Furthermore, the evaluation using the Multi-layer 

Perceptron (MLP) method is shown in TABLE III: 

 

TABLE III.  MULTI-LAYER PERCEPTRON EVALUTION REPORT 

 Precision Recall f1-Score 

0 1.00 0.67 0.80 

1 0.88 1.00 0.93 

Accuracy 0.90 

Macro avg 0.94 0.83 0.87 

Weighted 

avg 

0.91 0.90 0.89 

 

Multi-layer Perceptron (MLP) produced 100 percent of 

lecturers who did not meet the research performance target of 
all lecturers who were predicted to fail. Of all lecturers 

predicted to meet the research performance target, MLP 

produces 88 percent who can actually meet it. In comparison to 

all lecturers who do not meet the research performance target, 

MLP produces 67 percent of lecturers who are predicted not to 

meet the research performance target. In comparison to all 

lecturers who actually meet the research performance target, 

MLP produces 100 percent of those who are predicted to meet 

it. MLP generates a comparison of average precision and recall 

for lecturers who do not meet the 80 percent research 

performance target. MLP generates a comparison of the 

average precision and recall for lecturers who meet the 93 
percent research performance target (f-measure). MLP 

produced 90 percent of lecturers who were correctly predicted 

to meet the research performance target but did not meet the 

overall lecturers' research performance target (accuracy). 

Furthermore, the evaluation using the Decision Tree (DT) 

method is shown in TABLE IV: 

 

TABLE IV.  DECISION TREE EVALUTION REPORT 

 Precision Recall f1-Score 

0 0.89 1.00 0.94 

1 1.00 0.95 0.98 

Accuracy 0.97 

Macro avg 0.94 0.98 0.96 

Weighted 

avg 

0.97 0.97 0.97 

 

Decision Tree (DT) produced 89 percent of lecturers who 

did not meet the research performance target of all lecturers 
who were predicted to fail. Of all lecturers predicted to meet 

the research performance target, DT produces 100 percent who 

can actually meet it. In comparison to all lecturers who do not 

meet the research performance target, DT produces 100 percent 

of lecturers who are predicted not to meet the research 

performance target. In comparison to all lecturers who actually 

meet the research performance target, DT produces 95 percent 

of those who are predicted to meet it. DT generates a 

comparison of average precision and recall for lecturers who do 

not meet the 94 percent research performance target. DT 

generates a comparison of the average precision and recall for 

lecturers who meet the 98 percent research performance target 
(f-measure). DT produced 97 percent of lecturers who were 

correctly predicted to meet the research performance target but 

did not meet the overall lecturers' research performance target 

(accuracy). Furthermore, the evaluation using the Linear 

Discriminant Analysis (LDA) method is shown in TABLE V. 

 

Linear Discriminant Analysis (LDA) produced 78 percent 

of lecturers who did not meet the research performance target 

of all lecturers who were predicted to fail. Of all lecturers 

predicted to meet the research performance target, LDA 

produces 100 percent who can actually meet it. In comparison 

to all lecturers who do not meet the research performance 
target, LDA produces 100 percent of lecturers who are 

predicted not to meet the research performance target. 

 

TABLE V.  LINEAR DISCRIMINANT ANALYSIS EVALUTION 

REPORT 

 Precision Recall f1-Score 

0 0.78 1.00 0.88 

1 1.00 0.91 0.95 

Accuracy 0.93 

Macro avg 0.89 0.96 0.91 

Weighted 

avg 

0.95 0.93 0.94 

 

In comparison to all lecturers who actually meet the 

research performance target, LDA produces 91 percent of those 

who are predicted to meet it. LDA generates a comparison of 

average precision and recall for lecturers who do not meet the 

88 percent research performance target. LDA generates a 
comparison of the average precision and recall for lecturers 

who meet the 95 percent research performance target (f-

measure). LDA produced 93 percent of lecturers who were 

correctly predicted to meet the research performance target but 

did not meet the overall lecturers' research performance target 

(accuracy). 

 

The comparison of accuracy and misclassification rate for 

each classifier is shown in TABLE VI: 

 

TABLE VI.  THE COMPARISON OF ACCURACY AND 

MISCLASSIFICATION RATE 

Classifier Accuracy AUC Misclassification 

RF 93 % 95 % 7 % 

MLP 90 % 83 % 10 % 

DT 97 % 98 % 3 % 

LDA 93 % 96 % 7 % 

 

The highest accuracy score is Decision Tree for 97 

percent, followed by 93 percent for Random Forest and Linear 

Discriminant Analysis, the last, Multi-layer Perceptron at 90 

percent. The goal of this evaluation is not to find the best 

accuracy score, but to see if the variables that comprise the 

model can pass the test phase with expected results. A good or 

relevant result is one with an accuracy score of more than 70%. 

The wider the area under the curve (AUC), the better the 

qualification results, the AUC of Decision Tree has the highest 

score compared to other classifiers. 
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V. CONCLUSION 

 
The test results of the proposed lecturer research 

performance model obtained a high score for each classifier. 

Evaluation using confusion-matrix, accuracy, precision, recall, 

and f-measure shows good results. The accuracy score for 

Random Forest is 93 %, Multi-layer Perceptron is 90%, 

Decision Tree is 97 %, and Linear Discriminant Analysis is 93 

%. The results of this evaluation show that the proposed model 

is relevant to real conditions in higher learning institutions. In 

future work, the author will add variables that construct the 

model, and perform testing with different combinations of 

machine learning classifiers. 
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