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Abstract:- The increasing concern for environmental 

health has led to a heightened need for accurate air quality 

monitoring and prediction. This study presents a 

framework for predicting the Air Quality Index (AQI) 

using existing datasets rather than relying on real-time 

data from IoT sensors. The proposed system incorporates 

various machine learning algorithms, including Linear 

Regression, Neural Networks, and XGBoost, to analyze the 

relationships between air pollution indicators and AQI 

values. The methodology encompasses essential steps such 

as data preprocessing, normalization, and dividing the 

dataset into training and testing sets. Although the system 

has not yet been implemented, preliminary analyses 

indicate that the use of these models has the potential to 

yield reliable AQI predictions, which can significantly 

assist policymakers and public health officials in 

implementing effective air quality management strategies. 

 

Keywords:- IoT Sensors, Air Quality Index (AQI), Machine 

Learning, Deep Learning, Random Forest,  Linear 

Regression, Neural Networks, XGBoost, Logistic Regression, 

Voting Classifier, AQI Values, Min-Max Scaling. 

 

I. INTRODUCTION 

 
Air quality has become a critical concern in urban 

environments due to increasing levels of pollution caused by 

rapid industrialization, vehicular emissions, and urbanization. 

Poor air quality directly impacts human health, leading to 

respiratory illnesses, cardiovascular diseases, and even 

premature deaths. According to the World Health Organization 

(WHO), air pollution contributes to over 4 million deaths 

annually, with a significant proportion occurring in urban areas. 

Hence prediction of air quality is essential to mitigate these 

health risks, inform policy decisions, and enable early warnings 

for vulnerable populations [1]. 
 

Urban air pollution is a major global problem caused by 

rapid city growth, rising population, and increased industrial 

activity. Recently, more people have become aware of how 

population growth and human activities impact the 

environment [2]. The United Nations estimates that the world 

has about 7.6 billion people and around 4.2 billion (or 55%) of 

them live in cities. By 2050, the number of people living in 

cities is expected to double. As cities grow quickly, industries 

are expanding to keep up with the needs of more people [3]. 

 
Effective urban development planning requires 

collaboration from different fields, such as politics, 

environmental engineering, and spatial planning. People's 

happiness is influenced by how well policymakers do their 

jobs, living conditions, access to education, and a healthy 
environment [4]. At first, the metallurgical industry was the 

biggest cause of pollution, but heating with fossil fuels has 

become a more important source over time [5]. 

 

Even though using solid fuels for heating is completely 

banned, it is still the main cause of pollution during the winter 

[6,7]. Air pollution from outside the city is moving into the city, 

especially during the colder months [8]. Krakow’s position, 

surrounded by small hills and the Carpathian Mountains to the 

south [9], makes this worse. As a UNESCO World Heritage 

site, Krakow deals with issues that impact both locals and 
visitors. The COVID-19 pandemic caused a drop in tourism, 

which led to initiatives aimed at rebuilding the tourism industry 

in a more sustainable way [10]. 

 

The advent of Internet of Things (IoT) technology has 

opened new possibilities for high-resolution air quality 

monitoring. Low-cost sensors can now be deployed at a scale, 

providing real-time data on various pollutants across urban 

areas [11]. This wealth of data, combined with advances in 

machine learning (ML) techniques, presents an opportunity to 

develop more accurate and localized air quality prediction 

models. Recent advancements in air quality prediction systems 
have increasingly focused on the integration of Internet of 

Things (IoT) sensor data with machine learning (ML) 

techniques. A variety of models, including time-series 

approaches like SARIMA and LSTM, are being used to 

improve accuracy in forecasting Air Quality Index (AQI) 

levels. One notable approach is the Bayesian optimization of 

hybrid time-series models, which has been shown to 

outperform traditional methods in urban environments [12]. 

Machine learning algorithms like XGBoost, and Random 

Forest, and deep learning models such as LSTM are 

particularly effective in handling the non-linear and complex 
nature of air pollution data. These models are also frequently 

evaluated using error metrics like RMSE and MAE to ensure 

robust predictions [13]. 

 

This paper explores the integration of IoT sensor data with 

machine learning algorithms to predict air quality in urban 

environments. By leveraging the spatial and temporal 

resolution of IoT sensor networks and the predictive power of 

ML models, we aim to develop a system that can provide 

accurate, real-time air quality forecasts at a neighborhood level. 

Such a system has the potential to inform public health policies, 
guide urban planning decisions, and empower citizens to make 

informed choices about their daily activities [14]. 
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 Our Research Addresses Several Key Challenges in this 

Domain, Including: 

 

 The integration and preprocessing of heterogeneous data 

from IoT sensor networks. 

 The selection and optimization of appropriate machine 

learning algorithms for air quality prediction. 

 The incorporation of contextual factors such as weather 
conditions, traffic patterns, and urban morphology into the 

predictive models. 

 The validation and interpretation of model outputs in the 

context of existing air quality standards and health 

guidelines. 

 

By addressing these challenges, we aim to contribute to 

the growing body of work on smart city technologies and 

environmental informatics, while providing practical tools for 

improving air quality management in urban areas. 

 

II. LITERATURE REVIEW 

 

Feng et al. [15] proposed an ensemble learning approach 

that combined multiple ML algorithms, including gradient 

boosting and neural networks. Their hybrid model 

demonstrated improved performance in predicting air quality 

index (AQI) values compared to individual models. 

 

Xu et al. [16] developed an edge computing-based air 

quality prediction system that utilized IoT sensors and deep 

learning models. Their approach reduced data transmission 
latency and improved the real-time prediction capabilities of 

the system. As scientific and technological advancements 

accelerate, predictive technologies have permeated numerous 

domains. These range from everyday applications like 

forecasting individual movement patterns, traffic conditions, 

and air quality, to more specialized fields. The reach of 

predictive techniques extends beyond simple forecasting, 

finding utility in complex optimization challenges [17, 18], 

anticipating service quality levels [19], and enhancing user 

recommendation systems [20, 21]. This widespread adoption 

underscores the versatility and growing importance of 

predictive technologies across diverse sectors. 

Genc et al. [22] used a multiple linear regression model to 

predict Ankara’s air pollution index. Moisan et al. [23] 

proposed a method based on dynamic multivariate linear 

equations to predict PM2.5 pollution concentrations at different 

monitoring stations. The abovementioned studies are all based 

on linear model prediction methods. However, the relationships 

between air quality and its related factors are mostly nonlinear. 

The linear models mentioned above do not represent their 
complex interrelationships well. 

 

Ge et al. [24] emphasized the importance of considering 

both temporal and non-temporal factors in forecasting air 

quality. They recognized that a comprehensive approach, 

considering time-dependent patterns as well as static 

influences, could lead to more accurate predictions. In a related 

effort to improve prediction accuracy, Qi et al. [25] developed 

an innovative hybrid model called GC-LSTM. This model 

cleverly combined two distinct neural network architectures: 

graph convolutional networks (GCN) and Long Short-Term 
Memory (LSTM) networks. The GCN component was 

employed to analyze and leverage the spatial relationships 

between different monitoring locations, while the LSTM 

network was utilized to identify and model the temporal 

patterns in the air quality data across various time points. 

 

Nahar et al. [26] developed a model that applies machine 

learning classifiers to forecast the Air Quality Index (AQI). The 

authors examined data provided by the Jordanian Ministry of 

Environment, covering a span of 28 months, and observed 

pollutant levels. Their model successfully identified the regions 

with the highest pollution levels. Castelli et al. [27] conducted 
a study aimed at forecasting air quality in California, USA, by 

estimating pollutant concentrations using the support vector 

regressor (SVR) algorithm. The authors introduced a novel 

method to predict atmospheric pollution levels on an hourly 

timescale. Soundari et al. [28] developed a neural network 

model for forecasting the Indian Air Quality Index (AQI). Their 

research demonstrated that, with access to relevant data on air 

pollutant concentrations, it is possible to accurately predict the 

AQI for the entire nation or specific regions using their 

proposed model. 

 

Table 1 Air Quality Index (AQI) 

Ref. Findings Methods used Dataset Limitations 

[29] Machine learning models, like back 

propagation neural networks, can 

analyze IoT sensor data to predict air 

quality by considering pollutant 

concentrations, street geometry, 

emission sources, and meteorological 

factors. 

ANN approach used for air 

quality prediction. Back 

propagation neural 

network model 

implemented for prediction 

Measured data for 

a street in Chennai. 

Particulate 

pollutants of size 

2.5 and 10 microns 

Seasonal changes showed 

no similar profiles among 

street geometries. The 

concentration of 

pollutants varied at 

different heights in street 

canyons. 

[30] Integrating IoT sensor data with 

machine learning models, such as 

LSTM variants, enables accurate air 

quality predictions by analyzing 
environmental factors and traffic 

density, addressing data 

inconsistencies effectively. 

A multi-modal framework 

integrating sensor data and 

traffic density. 

LSTM model variants: Bi-

LSTM, CNN-LSTM, 

ConvLSTM for prediction 

Real-time data 

from 

environmental 

sensors. Traffic 
density from 

Closed Circuit 

Television footage 

Data inconsistencies from 

sensor and camera 

malfunctions. Challenges 

in predicting air quality at 
locations with no sensors 
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[31] Make use of IoT sensors to capture 

air quality data, apply pre-processing 

techniques to filter out noise, perform 

feature selection, and utilize machine 

learning models like BTBSR-

QWEBC for accurate prediction 

outcomes. 

Bilateral Transformative 

Broken-Stick Regression-

based Quadratic Weighted 

Emphasis Boost 

Classification (BTBSR-

QWEBC) technique. 

Air quality sample 

data ranges from 

10,000 to 100,000. 

IoT devices collect 

air quality data. 

Existing models struggle 

with accurate pollutant 

forecasting. Noisy data 

increases time and space 

complexity. 

[32] Utilizing IoT sensor data, machine 

learning algorithms can analyze real-

time pollution metrics to predict air 
quality by identifying patterns and 

correlations in pollutant 

concentrations across urban 

environments. 

ML research projects using 

IoT sensor data. Historical 

and current data on AQ 
prediction models and 

methods 

Historical and 

current data based 

on AQ prediction 
models. IoT sensor 

data in the context 

of diverse cities. 

Low accuracy and cost in 

AP prediction. Challenges 

in real-time AQ 
monitoring and 

prediction. 

[33] By using IoT sensor data, machine 

learning algorithms like neural 

networks and support vector 

machines can analyze contamination 

patterns to predict air quality indices 

in urban environments. 

Neural networks for air 

quality prediction. 

Support vector machines 

for air quality prediction. 

Air contamination 

datasets from 

the Central 

Pollution Control 

Board (CPCB). 

Used for 

predicting Delhi 

Air Quality Index 
(AQI). 

Comparison of processing 

time for multiple datasets 

needed. Need for closer 

examination of different 

AI learning tools. 

[34] By applying IoT sensor data, deep 

learning models such as Graph 

Convolutional Networks (GCNs) and 

Long Short-Term Memory (LSTM) 

networks can be used to extract 

spatial-temporal features, resulting in 

accurate air quality predictions. 

Spatial interpolation 

method for optimizing the 

sample data set. Improved 

graph convolutional 

network and improved 

long short-term memory 

for feature extraction. 

1520 groups of air 

quality data from 

Beijing, China. 

Sample database 

constructed from 

January 2019 to 

January 2021 

Number of hidden layer 

units affects prediction 

accuracy. 

[35] By applying IoT sensor data, machine 

learning algorithms such as 

DBSCAN and Linear Regression can 

efficiently analyze air quality, detect 

pollution trends, and forecast 

contamination levels in urban areas. 

Density-Based Spatial 

Clustering of Applications 

with Noise (DBSCAN) 

algorithm. Linear 

Regression. 

Air quality 

monitoring data. 

Physicochemical 

processes data. 

Limited attributes result 

in less accuracy. Real-

time monitoring is 

unsuitable due to 

performance constraints. 

[36] Air quality can be predicted in urban 

environments by utilizing IoT sensors 

to collect data, which is then 

analyzed using machine learning 

models like Artificial Neural 

Networks for accurate forecasting. 

Artificial Neural Network 

(ANN) machine learning 

model. TensorFlow lite 

library for air quality 

prediction and weather 

monitoring 

Dataset from 

IQAir website for 

one region. Real-

time sensory data 

from multiple 

sensors. 

Limited to one region's 

dataset for training 

the ANN model. Future 

work includes training 

model with data from 

multiple regions. 

[37] Air quality can be forecasted by 

analyzing data from IoT sensors with 

the help of machine learning models 

like Linear Regression and Random 
Forest Regression, providing accurate 

predictions of pollution levels. 

Machine learning 

algorithms: Linear 

Regression and Random 

Forest Regression. Sensors 
to measure 

the concentration of air 

pollution-causing gases 

Training data set 

for air quality 

prediction. 

Collected data 

stored in Firebase. 

Limited to predicting air 

quality using specific 

machine learning 

algorithms. The 
notification feature only 

indicates very severe 

pollution levels 

[38] Machine learning models, like 

Artificial Neural Networks, can 

utilize IoT sensor data on 

meteorological parameters and 

pollutant concentrations to accurately 

predict urban air quality. 

Artificial Neural Network 

(ANN) model 

Computational Fluid 

Dynamics (CFD) model 

Meteorological 

parameters and 

PM10 

concentrations 

In situ diurnal 

traffic profile 

The ANN model is a 

"black box" and has 

limited contribution to 

knowledge development 

of physical processes and 

interaction of driving 

mechanisms related to 

dispersion within urban 

street canyons. 
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[39] Air quality in urban environments 

can be predicted using IoT sensor 

data by applying machine learning 

algorithms like Random Forest, 

which analyzes pollutant levels and 

meteorological data for accurate 

forecasting. 

Machine learning 

techniques for pollution 

forecasting. 

Comparative study to 

determine the best model 

Pollutant data: CO, 

SO2, O3 for 74 

Chinese cities. 

Meteorological 

data: Temp, Wind, 

and Humidity for 

74 cities. 

Linear Regression over-

simplifies real-world 

issues. 

Decision Trees are 

complex and do not 

generalize well. 

 

III. PROPOSED SYSTEM 

 

The proposed approach uses strong machine learning 

techniques and data from IoT devices to estimate mental air 

quality. The system operates according to a well-organized 

workflow, which starts with the preparation, training, testing, 

and evaluation of data utilizing machine learning and model 
validation. Figure 1. depicts the system architecture of the 

proposed model. 

This architecture is intended for predicting the Air Quality 

Index (AQI) using machine learning models based on pre-

existing datasets, rather than real-time data collected from 

sensors. The process can be outlined in the following stages: 

 

 Data Preprocessing: 

Data collected from the IoT devices are clubbed together 
and processed which includes the following activities: 

 

 
Fig 1 Proposed System Architecture 

 

 Handle missing data (e.g., fill with mean or median). 

 Remove outliers (if necessary). 

 Feature selection (e.g., based on correlation or PCA). 

 

 Data Normalization: 

Data normalization is required to clean data and apply 

Min-Max scaling or standardization to bring features to a 

comparable scale. 

 
 Splitting Data: 

80% of the dataset is used for training, while 20% is used 

for testing. Several classification models are trained on the 

training dataset to identify trends and correlations that may 

point to problems with the quality of the air. 

 

 Model Training: 

 

 Train the Linear Regression model to predict AQI as a 

continuous target. 

 Train the Neural Network with a multi-layered structure for 

capturing nonlinear patterns in the data. 

 Train XGBoost for high-accuracy prediction, with 

hyperparameter tuning to optimize performance. 
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 Model Validation: 

 

 Validate each model using the testing set. 

 Calculate performance metrics: MAE, RMSE, R-squared. 

 

 AQI Prediction: 

 

 Use the trained models to predict AQI for new data points. 

 Evaluate the results and compare model performances. 

 

This system architecture provides a streamlined and 

efficient approach to predicting air quality using machine 

learning models on pre-existing datasets. 

 

IV. EXPECTED RESULTS 

 

The proposed system for predicting air quality in urban 

environments using pre-existing IoT sensor data aims to 

achieve high accuracy in Air Quality Index (AQI) predictions. 
By employing machine learning models such as Linear 

Regression (LR), Neural Networks (NN), and XGBoost, we 

expect to obtain reliable predictions. The integration of these 

models will facilitate a comprehensive analysis, with neural 

networks effectively capturing complex non-linear 

relationships among pollutants, while XGBoost excels in 

handling large datasets and enhancing prediction accuracy. We 

anticipate that XGBoost will demonstrate superior 

performance compared to the other models, particularly due to 

its robust mechanisms for managing overfitting and effectively 

processing intricate data patterns. Although Linear Regression 
offers a straightforward approach, its performance is expected 

to be reasonable, especially for datasets exhibiting strong linear 

correlations between pollutant levels and AQI. 

 

In terms of model evaluation metrics, we aim to achieve 

low Mean Absolute Error (MAE) and Root Mean Square Error 

(RMSE), along with a high R-squared value, ideally exceeding 

0.85. This will indicate the models' effectiveness in explaining 

the variance in AQI data. Additionally, we expect the models 

to generalize well when applied to unseen datasets, 

demonstrating reliable performance with minimal overfitting. 

The computational efficiency of each model will also be 
analyzed; while XGBoost is anticipated to provide high 

accuracy, Linear Regression may be favored for its simplicity 

and lower computational demands. Neural Networks, while 

potentially requiring more resources, will be evaluated for their 

capability to identify complex patterns within the data. This 

analysis will offer valuable insights into the trade-offs between 

accuracy, complexity, and efficiency across the different 

modeling approaches. 

 

V. CONCLUSION & FUTURE SCOPE 

 
This research outlines a systematic approach for 

predicting the Air Quality Index using machine learning 

techniques and pre-existing datasets. By employing multiple 

algorithms, including Linear Regression, Neural Networks, and 

XGBoost, the proposed framework demonstrates the capability 

to provide accurate AQI forecasts. While the implementation is 

still pending, the expected results suggest that these models 

could effectively generalize to unseen data, contributing 

valuable insights for air quality management. The findings 

highlight the importance of utilizing existing datasets to 

enhance environmental health, ultimately aiding in the 

development of actionable policies for improving air quality. 

 

Future research can build upon this work by integrating 

more diverse datasets that include additional environmental 

factors and pollutant indicators, thereby improving the 
accuracy of AQI predictions. Additionally, exploring advanced 

machine learning techniques, such as ensemble learning and 

deep learning approaches, could provide deeper insights into 

the complex relationships among air quality variables. 

Furthermore, once the system is implemented, real-time data 

collection from IoT sensors could facilitate dynamic AQI 

monitoring and prediction, allowing for timely responses to air 

quality fluctuations. Ultimately, the integration of these 

methodologies will significantly contribute to advancing air 

quality management and promoting public health initiatives. 
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